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Abstract: Rice crop production contributes to the food security of India, more than 40% to overall crop production. Variability 

from season to season is detrimental to the farmer’s income and livelihoods. Improving the ability of farmers to predict crop 

productivity. In our method aimed to use of machine learning techniques Support Vector Machine (SVM), Bayesian Networks 

(BN) and  Artificial Neural Networks (ANN) to predict rice production yield and investigate the factors affecting the rice crop 

yield. Data are sourced from publicly available in Indian Government’s records. The attributes are used for the present studies  

are  rainfall, minimum temperature, average temperature, maximum temperature, area, production and yield . The results 

showed the accuracy of, SVM is 78.76% , BN is 85.78%  and  ANN is 97.54% using the WEKA tool. The aim of this study are 

used evaluated in agriculture for predicting  the crop  yield production.  
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I. INTRODUCTION  

 

Agriculture forms the foundation of Indian economy. Large 

areas of agricultural land are not achieving adequate crop 

production due to both climatic and economic challenges. 

The crop production fundamentally relies upon climatic 

conditions, which impacts on crop development. Water 

shortage, absence of high yielding varieties and poor 

technology transfer of best agronomic practices are 

considered the principle factors for low crop yields in India. 

If crop production is to increase both crop production and 

the management of cropping area must improve. The use of 

technology and various machine learning techniques to 

predict crop productivity in different climatic conditions can 

assist farmers and other stake holders in important decision 

making in terms of agronomy and crop choice. Variations in 

climate, soil, water, pest invasion and other factors 

contribute to the complexity of the problem. With an 

increasing world population and changing climate, has come 

the necessity to secure the world food resources. Farmers are 

faced with having to make difficult decisions as to how to 

remain productive and sustainable with changing climates 

and market economic pressure. The provision of accurate 

and timely information such as meteorological, soil, use of 

fertilizers, use of pesticides can assist farmers to make the 

best decision for their cropping situations This could benefit 

them to attain greater crop productivity if the conditions are 

suitable or help them to decrease the loss due to unsuitable 

conditions for the crop yield. [1]. Agriculture is one of the 

important industries in the state with both food and trade 

products are grown in the state.[2]  

The present  paper is organized as follows section2 discuss 

about various techniques of rice yield prediction process, 

section3 deal with proposed method and section4 discuss 

about  experimental results. 

 

II. RELATED WORK 

 

In our research work  has been done to find out the efficient 

methods of  an agriculture to predict  rice yield prediction of 

rice production  with accuracy rate. 

 

A.K-Nearest Neighbors: 

KNN method is one of the Learning Machine 

algorithm(LM) which is considered as a simple method to be 

applied in the analysis of data with many dimensions 

variable. This method can be used when it does not meet the 

classical assumptions. The performance of KNN and 

ensemble KNN. Although this method is simple but this 

method has advantages over other method. For instance, it 

can generalize from a relatively small training set. In This 

method is very important to choose the number of k-nearest 

neighbors. Ensemble technique is a method that has 

accuracy of prediction and efficiently used in the KNN 

method, so it is not necessary to search the optimal number 

k. The result shows that MAPE, MAE, and RMSE of 

prediction will be small if the number of k-nearest neighbors 

large. Overall, KNN ensemble method has a better 
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performance than KNN method. The K Nearest Neighbors 

(KNN) is applied for simulating daily precipitations and 

other weather variables [3], and different possible changes of 

the weather scenarios are analyzed using KNN. In KNN 

method is very important to choose the value of k -nearest 

neighbors number, because this can affect the predicted 

results. Small values of k-nearest neighbors number can 

produce a great variety on the prediction results, whereas a 

large value of k-nearest neighbor number can lead to a large 

biased models. KNN uses weighted average concept to 

parameters estimator of some single KNN models. This 

method is expected to yield better prediction than single 

KNN method. 

 

B.Random Forest Algorithm: 

RF classifier can be described as the collection of tree-

structured classifiers.It is an advanced version of bagging [4] 

such that randomness is added to it. Instead of splitting each 

node using the best split among all variables, RF splits each 

node using the best among a subset of predictors randomly 

chosen at that node. A new training data set is created from 

the original data set with replacement. Then, a tree is grown 

using random feature selection. Grown trees are not pruned 

[5]. This strategy makes RF unexcelled in accuracy [6]. RF 

is also very fast, it is robust against over fitting, and it is 

possible to form as many trees as the user wants needs [7]. 

Developing accurate models for crop yield estimation using 

Information and Communication Technologies may help 

farmers and other stakeholders improve decision making in 

relation to national food import/exports and food security. 

Rice is one of the most important food crops of India. It is 

cultivated all over the country and contributes more than 

40% of total food grain production. Given the importance of 

rice to world’s food security, any improvements in the 

forecasting of rice crop yield under different climatic and 

cropping scenarios will be beneficial . This research has 

demonstrated the prediction of rice crop yield by applying 

one of the machine learning technique, Random Forest (RF). 

Only a limited number of important factors which have the 

highest impact on agricultural yield are selected for the 

random forest.  The parameters selected for Rainfall 

,MaximumTemperature, RiceProduction and Perception. 

  

C.Multiple Linear Regression : 

A regression model that involves more than one predictor 

variable is called Multiple Regression Model. Multiple 

Linear Regression (MLR) is the method, used to model the 

linear relationship between a dependent variable and one or 

more independent variables. The dependent variable is 

sometimes termed as predictant and independent variables 

are called predictors[8]. Multiple Linear Regression (MLR) 

technique is based on least squares and probably the most 

widely used method in climatology for developing models to 

reconstruct climate variables from tree ring services. This 

crop yield prediction model is presented with the use of 

Multiple Linear Regression (MLR) technique where the 

predictant is the Production and there are seven predictors 

namely Year, Rainfall, Area of Sowing, Yield, Temperature, 

Season and Fertilizers (Nitrogen, Phosphorous and 

Potassium) . 

 

III. PROPOSED WORK 

 

In our proposed method are used three kinds of techniques 

such as (i) Support Vector machine(ii) Bayesian Network 

and (iii) Artificial Neural Network for agriculture rice yield 

production. 

 

A.Support Vector Machine: 

Our  first approach of agriculture rice yield prediction is 

Support Vector Machines (SVMs).It is  a supervised 

machine learning technique. There are a number of examples 

of where it has been used in the agricultural domain.  This 

methods is applied for reduction of rainfall for climate 

change scenarios . To minimize the generalization error 

bound and to achieve generalized performance. It is used to 

forecast the demand and supply of pulp wood [9].It is  also 

applied to provide insights into crop response patterns 

related to climate conditions by providing the features 

contribution analysis for agricultural yield prediction .The 

Sequential Minimal Optimization (SMO) classifier using the 

WEKA tool has been applied on the current dataset[10]. The 

analysis of results are made as to its effectiveness for 

improving rice crop yield prediction.SVM produce the 

accuracy rate is 78.76, but this work is produce low accuracy 

rate. So we select another approach called Bayesian 

Network. 

 

B.Bayesian Network:  
Our second approach is Bayesian Network are emerging as a 

valid approach for modeling and supporting decision making 

in other related fields such as water resource management . 

Another study by on crop disease has proved and also  to be 

an effective tool[11]. The study is based on decision making 

of the best pest control for the scenario[12]. This model is 

the crop disease of condition which causes premature 

defoliation, weakening the plant and reducing subsequent 

yield. Improved prediction using BN proved to reduce the 

use of fungicides, producing healthier quality product and 

decreasing both economic costs and environmental 

impact[13] . 

In Bayesian Network approach  gives the result in quick 

access time but it produce the low accuracy rate 85.78%. So 

we select another approach called Artificial Neural Network 

(ANN) Feed Forward. 

 

C.Artificial Neural Network (ANN) Feed Forward:  
Our final approach  is one of the powerful method in an 

intelligent field for predictant rice yield production. For 

achieving better results than both SVM  and Bayesian 

Network. A feed forward neural network (FFNN) is the 
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simplest type of artificial neural network. It is  consists of 

three layers input layer , hidden layer and output layer.[12] 

 

The most common neural network model is the single layer 

perceptron that has been used in the present research[14].In 

this network, the information moves in only one direction, 

forward, from the input layer, through the hidden layers (if 

any) and to the output layer and the connection between the 

units don’t form a cycle or loop [15].For present research the 

single layer perceptron is  used as artificial neural network 

for the prediction of rice crop yield. 

It has many advantages are   produces less  error, good 

learning ability and high accuracy rate[16]. In ANN works 

with WEKA  tool  for agriculture crop yield production is  

produce the accuracy  rate is 97.54%.  

A  three layer feed-forward neural network obtained after 

running the technique as shown in Fig1 with 6 neurons in 

Input layer, 4 neurons in hidden layer and 1 neurons in 

output layer showing the predicted  rice yield production. 

 

 
 

Figure1. Artificial Neural Network with Feed Forward. 

 

IV. EXPERIMENTAL RESULTS  

 

Perfomance Evaluation: 

A confusion matrix was generated after running the current 

data set on Single Layer Perceptron using WEKA tool[17]. 

All measures can be calculated based on four values, namely 

True Positive (TP, a number of correctly classified that an 

instances positive), False Positive (FP, a number of 

incorrectly classified that an instance is positive), False 

Negative (FN, a number of incorrectly classified that an 

instance is negative) and True Negative (TN, a number of 

correctly classified that an instance is negative).  

 

For training and testing the ANN, 10-fold cross validation 

method is used to subset the data. The data is  randomly 

divided into 10 parts of which one part is used for testing 

while the remaining parts are used as the training data. The 

Feed forward  algorithm is applied for training the neural 

network. These values are defined in Table1 .  

  Table 1. Confusion Matrix 
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From the values of  Table1 sensitivity, specificity and 

accuracy are  calculated.  

Sensitivity = TP / (TP + FN)    (1)  

     

Specificity = TP / (TP + FP)                  (2)   

Correctly classified instances are known as sensitivity and 

incorrectly classified instances are known as specificity and 

can be calculated using Eq. 1 and Eq. 2 described above.  

Accuracy is defined as the overall success rate of the 

classifier and computed by Eq. 3  

Accuracy = (TP + TN) / (TP + FP + FN + TN)               (3) 

The Support Vector Machine (SVM), Bayesian 

Networks (BN) and Artificial Neural Networks(ANN-Feed 

Forward) have been used. Among the classifiers  

experimental results are shown in Table2.  

 

Table 2. Comparision of  classifiers performance measures  

Classifier Accuracy Sensitivity Specificity 

SVM 78.76% 68.17% 83.97%. 

BN 85. 78 86.31% 88.16% 

ANN(FF) 97.54% 96.33% 98.12% 

  

V. CONCLUSION AND FUTURE WORK 

 

Our proposed method for rice crop production is three 

likewise. Support Vector Machine (SVM), Bayesian 

Networks (BN) and ANN feed forward are applied for the 

current study area have been proved. The ANN method 

gives better performance than the Support Vector Machine 

(SVM) and Bayesian Networks (BN). 
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