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Abstract - Big data has become an essential technology as many publicand private organizations have continuously collecteda 

vast amount of information regarding medical informatics, marketing, cyber security, fraud detection, and national intelligence. 

Deep learning is one of the remarkable machine learning techniques to find abstract patterns in Big data. Deep learning has 

achieved great success in variousbig data applications such as speech recognition, text understanding, and image analysis. In the 

field of data science, big data analytics and deep learning have become two highly focused research areas. Deep learning 

algorithm learns the multi-level representations and features of data in hierarchical structures through supervised and 

unsupervised strategies for the classification and pattern recognition tasks. In the last decade, deep learning has played a crucial 

role in providing the solutions for big data analytic problems. This paper provides a comprehensive survey of deep learning in 

Big data with the comparison of conventional deep learning methods, research challenges, and countermeasures. It also presents 

the deep learning methods, comparison of deep learning architectures, and deep learning approaches. Furthermore, this survey 

discusses the application-focused deep learning works in Big data. Finally, this work points out the challenges in big data deep 

learning and provide several future directions. 
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I. INTRODUCTION 
 

Deep learning (DL) [1] is one of the remarkable machine 

learning techniques, has dramatically received high 

popularity in a wide range of applications such as text 

understanding, image analysis, and speech recognition. The 

primary objective of the deep learning algorithms 

automatically extracts the multi-dimensional representations 

of the data. The deep learning algorithms employ the 

massive amount of unsupervised data to extract the complex 

data representation [2]. The artificial intelligence field 

mainly motivates the deep learning algorithms with the goal 

of obtaining the similar ability of the human brain for 

observing, analyzing, learning, and decision making, 

especially for complex problems. The complex challenges 

strive the learning system to emulate the hierarchical 

learning method of the human brain. Accordingly, several 

shallow learning architectures have been emerged, such as 

decision trees, support vector machines, and case-based 

reasoning, which fails to reach its target while attempting to 

extract the significant information from the complex 

structures and relationships in the corpus. Later, the deep 

learning architectures have been developed with the ability 

to generalize the non-local and global way of learning 

patterns. Deep learning plays a crucial role in the field of 

artificial intelligence, which extracts the complex data 

representations without human interference. In recent years,  

 

it is one of thepopular research topics in the field of machine 

learning. The deep learning architectures [3] widely employ 

either both the unsupervised and supervised strategies or 

separately unsupervised or supervised strategy to 

automatically learn the hierarchical representations and 

features for the pattern recognition and classification rather 

than traditional learning algorithms. The unique 

characteristic of the deep learning algorithm is that having 

the ability to exploit the unlabeled data during training. The 

paper is divided into 7 sections, section 2 to 5 deals with 

review paper outcomes related to the study work, section 6 

deals with key challenges and future directions and section 7 

deals with conclusion of the study. 

 

A.Deep learning algorithms in Data mining 

The deep learning methods enable the compact data 

representation and lead to a richer generalization. The 

number of possible configurations exponentially relies on the 

number of extracted abstract features [2]. By, the number of 

patterns obtained through distributed representation quickly 

scales with the number of learning factors compared to the 

local generalization based learning methods. The deep 

learning algorithms often lead abstract representations due to 

the construction of more abstract representations using a 

minimum number of abstract ones, which facilitates the 

system to be invariant during the local changes of the input 

data. In the pattern recognition method, learning the 
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invariant features is the primary goal for instance, in a face 

recognition application, learning the invariant features of the 

face orientation is essential. Such invariant representations 

disentangle the factors of data variation, especially, in the 

artificial intelligence related tasks that often deal with the 

complicated interactions of multiple sources. In a deep 

architecture, learning the parameters with many hidden 

layers is a difficult task such as learning in neural networks. 

For example, at the beginning of the deep learning, the 

sensor data has been taken as the learning data to the first 

layer. By exploiting this data, the first layer is trained,and the 

outcome of the learned representations are fed as the learning 

data to the second layer. These processes are continued until 

obtaining the desired number of layers, which trains the 

whole deep network. The learned representations obtained 

from the last layer are used for different tasks.  

 

To build deeper models, the existing researchers employ the 

unsupervised single layer learning algorithms such as 

Autoencoders and Restricted Boltzmann Machines (RBMs). 

These deep learning methods are often utilized to construct 

the Deep Belief Networks [4] and Stacked Autoencoders [5] 

using RBMs. The Autoencoders contain three layers such as 

input, hidden, and output layers. It attempts to learn the input 

in the hidden layer of the network, which also facilitates the 

input data reconstruction in the output layer of such 

intermediate representations. RBMs are the most popular 

version of the Boltzmann machine, containing one visible 

layer and one hidden layer. Two factors restrict that there is a 

connection between units from different layers alone and 

there is no interaction between the units within the same 

layer. The Boltzmann machine is widely trained by the 

Contrastive Divergence algorithm [6].  

 

B. Deep learning algorithms in Big data analytics 

Deep learning algorithms play a crucial role in learning the 

features from large amount of unsupervised data, which is 

more attractive while extracting the significant patterns and 

representations from Big data [2]. In deep learning model, 

the useful characteristics of the learned abstract 

representations have been used in different aspects. The 

characteristics involve i) simple linear models efficiently 

work with the knowledge of more abstract and complex data 

representations, ii) the growth of automatic data 

representation extraction enables the application to various 

data types such as textual, image, audio, and so on, and iii) 

the higher levels of abstraction and representation of the raw 

data leads the system to obtain the semantic and relational 

knowledge. Deep learning algorithms are more suitable to 

address the issues related to the large and heterogeneous 

characteristics of the Big data analytics. The existing shallow 

learning hierarchies fail to analyze and understand the high 

complexity of the data patterns. Hence, the deep learning 

method has been emerged due to its inherent utilization of 

the massive amount of available data. The extracted data 

representations of deep learning have been widely used for 

semantic indexing, decision making, information retrieval, 

and other different applications in big data analytics.  

 

Semantic indexing: In big data environment, effectively 

storing and retrieving the information is an emerging 

problem. Notably, for very large-scale data that includes text, 

image, audio, and video, that are massively collected from 

disparate sources such as social networks, shopping and 

marketing systems, security systems, fraud detection, 

defense systems, and cyber traffic monitoring. The massive 

amount of data associated system necessitates the semantic 

indexing to efficiently and quickly perform the knowledge 

discovery for example in the search engines. Deep learning 

is the most crucial approach in generating high-level data 

representations that to be used for semantic indexing rather 

than exploiting raw input data for indexing in the big data 

environment.  

 

Deep generative model [7] learns the binary codes for 

documents in which the first layer and last layer of the deep 

learning network refers the word count vector and the 

learned binary code respectively. Binary codes require the 

relatively minimum storage space and also facilitate the 

quick searching thus, binary code based document retrieval 

ensures the accurate as well as faster results than the 

semantic-based analysis. Semantic hashing technique [8] is 

the category of describing the document in one word of 

memory that contains semantically similar documents. It 

facilitates the effective information retrieval on large-scale 

document collections concerning the retrieval time, which 

are independent of the size of the document. Semi-

supervised learning based deep learning approach [9] learns 

the parameters of the deep learning model based on both the 

supervised and unsupervised data, which is more beneficial 

for the large-scale environment. It leads an efficient 

computation while generating representations for indexing as 

well as using indexing by reducing the computation time and 

storage. Vector space model based word representation 

model [10] employs artificial neural networks to learn the 

distributed representation of high-quality word vectors from 

the huge datasets that contain hundreds of millions of words 

and millions of distinct words. 

 

Discriminative tasks and semantic tagging:In big data 

analytics, deep learning algorithms extract the complicated 

nonlinear features and consequently, exploit the simple linear 

models to perform the discriminative tasks. The main 

advantages of the deep learning methods for big data 

analytics involve i) the deep learning based feature 

extraction adds the non-linearity while analyzing the data 

and ii) applying relatively linear analytical models on the 

extracted features improves the computational efficiency. 

The discriminative analysis is the crucial process in big data 

analytics to facilitate the tagging in terms of semantic 

tagging of the data. Data tagging is the process of 

semantically indexing the data corpus, which differs from the 
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term „semantic indexing‟. Semantic indexing directly utilizes 

the deep learning of abstract representations for data 

indexing. Whereas, the semantic tagging considers the 

abstract representations as the features to perform the 

discriminative task of data tagging. 

 

Imagenet classification model [11] employs the deep 

convolutional neural networks to improve the image search 

in the image object recognition. It demonstrates the 

significance of the deep learning method in the image object 

recognition. Also, the deep learning methods have been 

exploited to learn very high-level features for detecting the 

images. Accordingly, Google and Stanford [12] learn very 

high-level features such as the face detection through 

unsupervised learning method in a large-scale environment. 

In the perspective of image tagging, recursive neural network 

based approach [13] predicts the tree structure of the images 

in multiple modalities, which obtains the precise results in 

segmenting and annotating the complex images. It has the 

ability to the hierarchical tree structure of the image scenes, 

which parses the natural scenes and natural language 

sentences. Recurrent neural networks construct the 

significant search space through deep learning, which 

facilitates the data based Web design and Web search [14]. 

Action scene recognition and video data tagging applications 

rely on an independent variant analysis of deep learning 

while learning the invariant spatiotemporal features from 

video data. By exploiting the stacking as well as convolution 

deep learning techniques, the video tagging approach learns 

the hierarchical representations.  

 

II.APPROACHES ON VARIOUS DEEP LEARNING MODELS 

 

In big data mining, machine learning methods have been 

utilized as either supervised or unsupervised learning 

algorithms. The deep learning algorithm is one of the 

remarkable machine learning algorithms for providing the 

solutions for big data analytics. Neural networks are also a 

type of the learning algorithm that creates the underlying 

support for the most of the deep learning methods. In the 

past few years, various Deep learning models have been 

developed primarily, the four deep architectures, including 

Stacked Auto-Encoder (SAE), Deep Belief Network 

(DBN),Convolutional Neural Network (CNN), and 

Recurrent Neural Network (RNN) [15].   

 

A. Stacked auto-encoder 

In recent years, a large-scale deep unsupervised learning 

model [16] has been utilized to train a deep architecture by 

exploiting the sparse deep autoencoder, local receptive fields, 

local contrast normalization, and pooling. Autoencoder is 

another type of Artificial Neural Network (ANN), termed as 

autoassociator. It has been widely used for the 

dimensionality reduction in a large-scale data, which is an 

unsupervised deep learning model [17, 18]. In recent years, 

autoencoders have been utilized to learn the generative data 

models [19]. Deep Stacking Network (DSN) [20] 

incorporates several neural networks associated with a single 

hidden layer, which is a modified deep architecture. This 

network formation is based on the raw vector data of the 

stacked modules and the output of the previous modules in 

which module refers to the specialized neural network. Later, 

most of the researchers focus on utilizing the Tensor Deep 

Stacking Network (T-DSN) [21] as the deep architecture 

based on the DSN. To support the domain adaptation, several 

unsupervised and semi-supervised methods have been 

presented. Denoising auto-encoder [22] captures the 

invariant latent factors for data reconstruction. By exploiting 

the transformed labeled data in the source domain, it trains 

the classifier in which the training of denoising auto-encoder 

depends on both the domain information.  

 

Multi-modal Deep Boltzmann Machine (DBM) [23] 

constructs a stacked Restricted Boltzmann Machines (RBM) 

for each data modal and consequently, integrates the text 

data with a real-value dense image to obtain an adequate 

multi-modal data representation during learning. Deep 

learning model [24] automatically extracts the critical 

features of the raw input data and learns the invariant feature 

hierarchies by exploring the variations in the multiple levels 

of representation. Stacked Extreme Learning Machine (S-

ELM) [25] efficiently handles the large-scale data by 

transforming the vast network of ELM into a serially 

connected stacked ELMs. Deep computation model [26] 

presents a model for the complex correlations of the diverse 

data with the assistance of tensor model that eases the feature 

learning in the massive data collections. Its distributed 

learning paradigm is more beneficial to both the RBMs and 

Back Propagation (BP) algorithm.  

 

B. Deep belief network 

Deep learning algorithms exponentially meet the difficulties 

with the increase of the data size that is big data environment 

[27]. A stacked auto-encoder model is the feed-forward 

neural network. Auto-encoder consists of input and output 

layer through one or more hidden layers, which has been 

used to reconstruct the input and resolve the difficulties in 

unsupervised learning and transfer learning process [28, 29]. 

A deep belief network is the first successful deep learning 

model, which is stacked by several RBMs in contrast to the 

stacked auto-encoder. Deep belief networks have been 

widely used in various applications such as image 

classification [30], acoustic modeling, traffic flow prediction 

[31], and so on. A deep architecture [32] tackles the 

constraints in learning scalability, referred to as the Deep 

Convex Networks (DCNs). It consists of multiple layered 

modules in which one module includes a single hidden layer 

with two sets of weights in a specific neural network. The 

lowest module comprises two linear layers and one non-

linear layer. The batch mode based learning in DCN leads 

the parallel training. The complementary priors are necessary 

to resolve the inference in densely connected belief 
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networks. Deep neural networks and cortical networks 

employ the brain-inspired processor architectures as the 

supportive models [33]. An image retrieval method [34] is 

based on the DBNs and Softmax classifier while retrieving 

similar images from the database. By exploiting the 

automated feature extraction method, the standard Content-

Based Image Retrieval (CBIR) algorithm retrieves the 

identical images based on the DBN-Softmax model that 

effectively provides the extraction measurement and valid 

representation.  

 

C. Convolutional neural network 

Deep transfer learning [35] learns and transfers the mid-level 

image representations through the convolutional neural 

network. In this deep transfer learning model, the pre-

training process exploits the source and fine-tuning utilizes 

the labels in the target domain. Multi-task deep neural 

network [36] presents representation learning and extracts 

the domain-invariant features in deep architectures to 

facilitate the semantic classification and information 

retrieval. To effectively deal with the large-scale image 

classification and recognition, the recent researchers [37, 38] 

widely employ the convolutional neural network for feature 

learning. The convolutional neural network comprises three 

layers such as a convolutional layer, fully-connected layer, 

and sub-sampling layer. 

 

Feature pooling method [39] obtains the invariance while 

recognizing the image transformations, which ensures the 

robustness against the noisy data. The performance of the 

different pooling methods relies on several factors involve 

the resolution and links between the sample cardinalities. 

Multi-way local pooling model [40] gathers the features 

together, even the features are widely dissimilar, which 

delivers better performance through clustering before the 

pooling stage. By applying receptive field learning, the 

image feature learning system achieves better pooling 

performance especially, by utilizing the concept of over-

completeness. This efficient learning algorithm effectively 

accelerates the training process for incremental feature 

selection [41]. Convolutional neural network based pooling 

method is termed as Lp pooling [42] that obtains high 

accuracy on house number digit classification. Lp pooling 

refers to a biological model which is inspired by the complex 

cells. A stochastic pooling method [43] regularizes the large 

convolutional neural network to present a stochastic pooling 

procedure in each layer of the convolutional network. It 

randomly selects the activation in each pooling region based 

on the multinomial distribution, which assists in computing 

the deformations in a multi-layer model.   

 

D. Recurrent neural network 

Recurrent Neural Network meets the difficulty in capturing 

the long-term dependency due to the gradient vanishing with 

the back-propagation strategy while training the parameters. 

Several research works focus on tackling this constraint by 

presenting the long short-term memory to prevent the 

gradient vanishing. The recurrent neural networks have been 

used in many applications such as speech recognition, 

machine translation, and natural language processing [44]. 

Hierarchical Recurrent Neural Hashing (HRNN) approach 

[45] generates effective hash codes by exploiting both the 

spatial and semantic information, which enforces the 

hierarchical convolutional features to build the pyramid 

representation of the images. It improves the performance of 

the image retrieval through hash codes. An approach [46] 

recognizes the multivariate time series of the clinical 

measurements by exploiting the RNNs with Long Short-

Term Memory (LSTM). It classifies the diagnosis of patients 

by analyzing the clinical measurements in the pediatric 

intensive care unit. DeepCaremodel [47] employs the hidden 

units of RNNs with LSTM, pooling, and word embedding, 

which is an end-to-end deep dynamic network. It explores 

the current illness states of the patients and predicts the 

future medical results. It can handle the irregular time events 

by moderating the LSTM unit with a decay effect.  

 

III. REVIEW OF DEEP LEARNING APPROACHES: TRENDS AND 

PERSPECTIVES 

 

In recent years, the deep learning architectures have been 

widely applied in various research perspectives such as 

speech recognition and acoustic modeling. Also, in the 

perspective of audio classification [48], and image 

processing area such as high-resolution remote sensing scene 

classification [49], handwritten classification [50], multi-

category rapid serial visual presentation Brain-Computer 

Interfaces (BCI) [51], and single image super-resolution (SR) 

[52]. Moreover, the architectures of deep networks have also 

been applied in multi-task learning for Natural Language 

Processing (NLP) with the inference robustness [53].  

  

Speech Recognition: In the past few decades, machine 

learning algorithms have been widely applied in areas such 

as acoustic modeling and Automatic Speech Recognition 

(ASR). Automatic speech recognition pertains to the 

standard classification model in terms of identifying the 

word sequences from the speech waveforms. Several 

machine learning algorithms have provided the most 

promising results in automatic speech recognition in which 

machine learning algorithms include Support Vector 

Machine (SVM) and Neural Network (NN). Long Short-

Term Memory based deep learning model is often applied to 

the speech recognition process.  

 

Pattern recognition and Visual art processing:The processes 

of pattern recognition involves regression, classification, 

speech tagging, and sequence labeling. Moreover, the main 

areas of computer vision involve the scene reconstruction, 

object posture estimation, object detection and recognition, 

image restoration, even detection, image editing, statistical 

learning, and video enhancement. CNN based deep learning 
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architecture automatically selects the features of the 

Graphics Processing Unit (GPU) based computational 

resource. However, several deep neural networks fail to 

recognize the unrecognizable images [54]. Moreover, the 

deep learning methods have also been exploited in human-

robot interaction [55] and Glaucoma detection systems [56] 

with better results. 

 

Natural language processing:The earlier research works 

employ the neural networks to implement the language 

models and improves the language modeling with the help of 

LSTM [57]. Moreover, in a deep learning architecture, the 

word embedding such as word2vec model has also been used 

to provide the deep representation of the data. RNN can 

parse the sentences as well as phrases with the support of 

compositional vector grammar. Recursive auto-encoders 

detect the paraphrasing based on the sentence similarity by 

building the top word embedding [58].  

 

Drug discovery and Recommendation systems:Deep learning 

research predicts the biomolecular target in a large-scale 

environment. AtomNet deep learning system [59] predicts 

the new biomolecules regarding the disease targets such as 

multiple sclerosis and Ebola virus, which is used for 

structure-based rational drug design. Recommendation 

systems also employ the deep learning algorithms and then, 

extracts the essential features for content-based music 

recommendation. Moreover, Multi-view deep learning model 

learns the user preferences from a variety of domains by 

exploiting the hybrid content and collaborative-based 

recommendations and enriches the recommendation 

accuracy [60].  

 

IV. APPLICATION-FOCUSED DEEP LEARNING APPROACHES 

 

Nowadays, Deep learning methods play a vital role in big 

data analytics especially internet of things analytics. In the 

big data analytics, collecting the raw data from the devices 

and applying the preprocessing is the complex task. Also, 

dynamically monitoring the sensor data is also expensive and 

challenging task on the internet of things. Deep learning 

methods resolve these types of constraints through various 

levels of representation of data. From lower level to higher 

level features representations, higher level features present 

the most significant contextual information than lower level 

features. This emerging deep learning methodology has been 

widely applied in different application fields such as natural 

language processing, image caption, art, machine translation, 

robotics, visual tracking, and object detection [27]. Deep 

learning methods have been used for various purposes such 

as medicine and biology, media and entertainment, security 

and defense, autonomous machine, and internet and cloud 

categories. The specific applications of general purpose 

medicine and biology field include drug discovery, diabetic 

grading, cancel detection and so on. The applications of 

media and entertainment fields include video search, video 

captioning, real-time translation, and so on. Security and 

defense systems involve video surveillance, face detection, 

satellite imagery, and so on. The deep learning based 

autonomous machine includes lane tracking, traffic sign 

recognition, pedestrian detection and so on. The Internet and 

cloud-based deep learning applications involve speech 

recognition, image classification, language translation, 

language processing, sentiment analysis, and so on. Most of 

the researchers introduce the different approaches to various 

deep learning models for a variety of applications [19]. Table 

1 reviews the existing deep learning approaches based on 

deep learning models and application fields.  

 

Table 1: Review of the Deep learning models applied to 

different domains in literature 

Deep 

learning 

model 

Data Approach Remarks 

 

 

 

 

 

 

 

 

 

 

 

 

 

Stacked 

Auto 

Encode 

Clinical 

imaging 

Early 

diagnosis of 

Alzheimer‟s 

disease with 

deep learning 

[61] 

It assists in the 

diagnosis of 

Alzheimer‟s disease 

and its prodromal 

stage and Mild 

Cognitive 

Impairment (MCI) 

 

 

 

 

 

Electroni

c health 

records 

 

Deep 

patient: An 

unsupervised 

representatio

n to predict 

the future of 

patients from 

the 

electronic 

health 

records [62] 

It predicts the 

patient status in 

future by assessing 

the probability of 

the patients in 

developing the 

various diseases 

Deep 

Learning to 

predict 

future 

patient 

diseases 

from the 

electronic 

health 

records [63] 

By exploiting the 

clinical records of 

the patients, it 

predicts the future 

diseases of the 

patients 

Speech 

Emotion 

Recogniti

on 

Sparse 

Autoencoder

-based 

Feature 

Transfer 

Learning for 

Speech 

Emotion 

Recognition 

[64] 

This single layer 

auto-encoder learns 

the emotion-specific 

mapping rule from 

the labeled data 

Real-

Time 

Face 

Coarse-to-

Fine Auto-

Encoder 

It cascades several 

successive Stacked 

Auto-encoder 

https://en.wikipedia.org/wiki/Biomolecule
https://en.wikipedia.org/wiki/Multiple_sclerosis
https://en.wikipedia.org/wiki/Ebola_virus
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Alignme

nt 

 

Networks 

(CFAN) 

for Real-

Time Face 

Alignment 

[65] 

Networks to detect 

the face landmark  

Face 

Recogniti

on 

 

Stacked 

Progressive 

Auto-

Encoders 

(SPAE) for 

Face 

Recognition 

Across Poses 

[66] 

It employs multiple 

shallow progressive 

auto-encoders to 

convert the non-

frontal pose to 

frontal pose 

 

 

 

 

 

 

 

 

 

 

Convoluti

onal 

Neural 

Network 

 

Clinical 

Imaging 

 

Dermatologi

st-level 

classification 

of skin 

cancer with 

deep neural 

networks 

[67] 

It reveals the 

capability of 

artificial intelligence 

in classifying skin 

cancer with a level 

of competence to 

dermatologists 

Genomes Denoising 

genome-

wide histone 

ChIP-seq 

with 

convolutiona

l neural 

networks 

[68] 

It handles the 

variety of sources of 

noise as well as 

variability by 

learning a mapping 

from sub-optimal to 

high-quality histone 

ChIP-seq data. 

Fingerp

rint  

Deep 

convolutiona

l neural 

network for 

latent 

fingerprint 

enhancement 

[69] 

This multi-task 

learning consists of 

one common 

convolution 

part shared by two 

different 

deconvolution parts 

referring to the 

enhancement branch 

and orientation 

branch respectively 

 

 

 

 

 

 

 

 

 

Deep 

Belief 

Network 

Electro

nic 

health 

records 

Learning 

vector 

representatio

n of medical 

objects via 

EMR-driven 

non-negative 

restricted 

Boltzmann 

machines 

(eNRBM) 

[70] 

It predicts suicide 

risk of mental health 

patients through low 

dimensional 

representations  

Speaker 

Recogn

ition 

Restricted 

Boltzmann 

machines for 

vector 

representatio

n of speech 

in speaker 

The RBM learns the 

overall speaker and 

session variability 

among the 

background 

Gaussian Mixture 

Models (GMM) 

recognition 

[71] 

supervectors 

Traffic 

acciden

t 

detectio

n 

A deep 

learning 

approach for 

detecting 

traffic 

accidents 

from social 

media data 

[72] 

It employs 

Restricted 

Boltzmann 

machines as the 

deep belief network 

for analyzing the 

accident related 

tweets 

 

 

 

 

 

 

 

 

 

 

 

 

 

Recurrent 

Neural 

Network 

 

 

 

 

Electro

nic 

health 

records 

Doctor ai: 

Predicting 

clinical 

events via 

recurrent 

neural 

networks 

[73] 

It exploits skip-

gram embedding 

method to predict 

the diagnosis,  

medical conditions, 

medication order, 

and visit time 

Learning to 

diagnose 

with LSTM 

recurrent 

neural 

networks 

[46] 

It classifies the 

diagnosis based on 

the clinical 

measurements of 

patients in pediatric 

intensive unit care 

Keywor

d 

spotting 

in 

Speech 

decodin

g 

Robust 

discriminativ

e keyword 

spotting for 

emotionally 

colored 

spontaneous 

speech using 

bidirectional 

LSTM 

networks 

[74] 

It exploits 

Bidirectional Long 

Short-Term Memory 

(BLSTM) recurrent 

neural nets to 

decode the speech 

data contextually 

Human 

Activity 

Recogn

ition 

Deep, 

convolutiona

l, and 

recurrent 

models for 

human 

activity 

recognition 

using 

wearables 

[75] 

It captures the 

movement of the 

persons by 

analyzing the 

wearable sensors 

Time-

series 

Applica

tions 

such as 

Weather 

data 

and 

stock 

market 

prices.  

Multi-

context 

recurrent 

neural 

network for 

time series 

applications 

[76] 

It employs three 

algorithms such as 

backpropagation, 

backpropagation 

through time, and 

dynamic online 

learning, tested on 

energy load 

forecasting and 

handwriting 

recognition 



   International Journal of Computer Sciences and Engineering                                     Vol.7(4), Apr 2019, E-ISSN: 2347-2693 

  © 2019, IJCSE All Rights Reserved                                                                                                                                        1175 

applications 

 

V.  COUNTERMEASURES FOR BIG DATA DEEP LEARNING 

CHALLENGES 

 

Even though Deep learning algorithms emphasizes more 

benefits and applicability for big data analytics, several 

characteristics associated with big data poses challenges 

towards the need of modifying and adapting the deep 

learning algorithms to resolve the issues. Accordingly, the 

big data deep learning requires further development, 

especially dealing with high-dimensional data, streaming 

data, and large-scale data. Big data analytics involves mining 

and extracting the essential representations from a huge 

amount of raw data for prediction, decision-making, and 

other inferences. The prior research works present the deep 

learning approaches from different perspectives to deal with 

the big data challenges [15]. 

 

A.  Approaches for the huge amount of data 

In recent years, the DistBelief framework has been 

developed to train the large-scale deep learning model in a 

parallel manner over a large number of machines. It 

effectively trains the large-scale models based on the 

combination of data and model parallelism. DistBelief 

framework significantly improves the training efficiency by 

partitioning the large deep model into the blocks [77, 78]. 

Several deep learning models employ the clusters of Central 

Processing Unit (CPU) and GPUs with the increase of 

training speed without compromising the deep learning 

accuracy. Moreover, various strategies have been developed 

for the data as well as model parallelism. By exploiting the 

forward and backward propagation, the deep learning model 

partitions the data and models into blocks with in-memory 

data [77, 79]. To alleviate the impact of the noisy labels in 

the big data, the deep learning models employ the semi-

supervised learning method which is a more cost-effective 

training strategy [80, 81]. In big data analytics, handling 

streaming and fast-moving data is an arduous task, especially 

in monitoring tasks such as traffic monitoring and fraud 

detection. Several deep learning algorithms such as 

denoising autoencoders [82], deep belief networks [83], and 

incremental feature learning and extraction [84] deal with a 

large amount of continuous data. An adaptive deep belief 

network [83] generalizes the deep learning model to learn the 

online non-stationary and streaming data. It employs the 

generative property of deep belief network and consequently, 

imitates the samples from the original data, which are 

exploited to learn the new deep belief networks that are 

adaptive to the newly observed data. However, it requires the 

constant memory consumption. An incremental feature 

learning method [84] rapidly converges to the optimal 

number of features in massive online data streams. 

Moreover, it can adapt to new stream in a large-scale data 

while ignoring the expensive cross-validation analysis. 

  

B.  Approaches for heterogeneous data 

Several multi-modal deep learning models have been 

presented in the learning of heterogeneous data 

representation. A multi-modal deep learning model [85] 

employs the RBMs to separately learn the features and 

representations of audio and video objects. Multi-source 

deep learning model [86] learns the non-linear representation 

for human pose estimation, which is one of the multi-modal 

deep learning model. Marginalized Stacked Denoising 

Autoencoder (mSDA) [87] effectively scales with a high-

dimensional data, which increases the speed of the 

computational process than the traditional SDAs. It learns 

the parameters without requiring the stochastic gradient 

descent algorithms by marginalizing the noise during SDA 

training. Multi-modal deep learning [88] learns the variety of 

representations through audio and video data integration 

based application for deep learning. It reveals that the deep 

learning is an effective model for learning a single modality 

representation by unlabeled data based multiple modalities 

and learning shared representations across multiple 

modalities. Later, multimodal Deep Boltzmann Machine 

(DBM) integrates two different data modalities such as real-

valued text data and dense image data with numerous word 

frequencies [23]. Even though multi-modal deep learning 

models achieve better performance than the stacked auto-

encoders and deep belief networks in learning the 

heterogeneous data, they integrate the learned features in a 

linear way regarding each modality, which leads difficult 

process in capturing the complex correlations over multiple 

modalities. To overcome this constraint, several previous 

research works present a tensor deep learning a model for 

heterogeneous data, termed as deep computation [26, 89]. 

  

C.  Approaches for real-time data 

In big data feature learning, online learning methods [86, 90] 

are considered as the efficient method due to the non-

essential of retraining the parameters on the old training 

objects. Even though the incremental schemes are more 

suitable for voluminous big data, itobtains poor performance 

due to the drastic change of the data distribution over the 

time. Another kind of incremental learning method has been 

used to tackle this issue with the support of structural 

modification. In essence, a structure based incremental auto-

encoder model implements the learning model and adapts to 

new arriving objects by adding one or more neurons in the 

hidden layer [91, 92]. Online learning model learns one 

instance at a time, which is a sequential learning strategy that 

can be used to refine the model in a big data environment 

[93]. The big data analytics approach to often deal with the 

non-stationary data that is data distribution over time. Deep 

online learning model needs to readily parallelizable, and 

memory bounded to handle the piece-wise stationary data 

with respect the degree of correlation due to the presence of 
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separate chunks with data in a small time interval [94, 95]. 

Analyzed temperature data set using machine learning 

algorithms [96]. Table 2 shows several existing deep learning 

approaches along with its merits and demerits in a big data 

environment. 

 

Table 2: Comparison of existing Deep learning approaches in 

Big data 

Title Method Application Merits Demerits 

Learning 

cascaded 
deep auto-

encoder 

networks 
for face 

alignment 

[28] 

Global 

Exemplar-
based 

Deep 

Auto-
encoder 

Network 

(GEDAN) 

 

Face 

Alignment 

It achieves 

greater 
robustness 

against pose 

variations 
It increases the 

capacity of 

pose 

estimation 

It has a high 

computation 
complexity of 

real-world 

applications 
due to its 

brute-force-

style deep 

learning  

Unseen 

noise 
estimation 

using 

separable 
deep auto 

encoder for 

speech 
enhancemen

t [29] 

Separable 

Deep Auto 
Encoder 

(SDAE). 

 

Speech 

enhancement 
 

It estimates 

unseen noise 
spectrum for 

speech 

enhancement 
 

Achieving 

performance 
improvement 

is the 

challenging 
task due to the 

requirement of 

additional 
training data 

An 
Improved 

Bilinear 

Deep Belief 
Network 

Algorithm 

for Image 
Classificatio

n [30] 

Multiple 
Kernel 

Learning 

(MKL) 
based 

improved 

Bilinear 
Deep 

Belief 

Network 
(BDBN) 

Image 
Classification  

 

It optimally 
finds the  

combinations 

of hierarchical 
features pre-

trained by a 

BDBN 
 

It requires the 
large amount 

of training 

data, which 
increases the 

burden of 

processing 

Deep 

architecture 

for traffic 
flow 

prediction: 

deep belief 
networks 

with 

multitask 
learning 

[31] 

Multitask 

regression 

layer for 
Multi- 

Task 

Learning 
(MTL) 

 

Traffic Flow 

Prediction 

 

It deals with 

the 

complicated 
relations.  

It learns the 

features using 
less prior 

knowledge  

While 

increasing the 

number of 
layers, it leads 

the error 

gradient 
vanishing 

 

Deep 
convolution

al neural 

networks 

for 

predominant 

instrument 
recognition 

in 

polyphonic 
music [38] 

By 
exploiting 

ConvNet 

architectur

e, it 

aggregates 

multiple 
outputs 

from 

sliding 
windows 

over the 

test audio 

Predominant 
instrument 

recognition 

in 

polyphonic 

music 

 
 

It prevents 
„dead‟ 

activation of 

initially 

inactive units 

 

It increases the 
computational 

complexity 

 

Multilingual 

acoustic 

models 
using 

Multilingu

al DNN 

 

Speech 

recognition 

It presents the 

acoustic model 

for cross- and 
multi-lingual 

It has limited 

scalability 

distributed 

deep neural 

networks 

[78] 

network 

training 

Multi-

source deep 

learning for 
human pose 

estimation 

[85] 

Unified 

deep 

model 

Human pose 

identification 

It jointly 

learns the task 

of estimating 
the body 

locations and 

human 
detection 

It lacks to 

handle cross-

view 
photometric 

and geometric 

transforms 

Simnest: 

Social 
media 

nested 

epidemic 
simulation 

via online 

semi-

supervised 

deep 

learning 
[86] 

Semi-

supervised 
deep 

learning 

framewor
k 

Health status 

and 
intervention 

action 

identification 
of Social 

media users 

It specifically 

identifies the 
ongoing 

events such as  

and disease 
outbreaks 

It lacks to 

predict the 
event in future  

Integrating 

Online and 

Offline 
Three-

Dimensiona

l Deep 
Learning for 

Automated 
Polyp 

Detection in 

Colonoscop
y Videos 

[90] 

3-

dimension

al fully 
convolutio

nal 

network 
 

Endoscopy 

image 

analysis 
 

It improves the 

detection 

performance 
by effectively 

reducing the 

number of 
false positives  

It requires a 

huge amount 

of labeled data 
of positivity 

that is polyp 

frame 
 

 

VI. KEY CHALLENGES AND FUTURE DIRECTIONS 

 

Even though numerous countermeasure approaches have 

dealt with the deep learning challenges, the deep learning 

researches have still encountered issues due to certain 

characteristics associated with Big data while adopting the 

deep learning algorithm for the big data environment. Deep 

learning research work confronts several key challenges of 

big data discussed as follows.  

 

• Big Data Preprocessing: In a big data environment, 

maintaining the data quality is the challenging task due 

to the characteristics of the big data. Also, relying on 

any one data cleaning method for deep learning on big 

data lacks to achieve the best quality for providing the 

error-free data. To achieve the data quality, the data 

cleansing method needs to know the requirements of 

the organization.  

• Big Data Analytics:Big data analytics involves the 

database mining, searching, and analysis. Big data 

mining that includes feature extraction with deep 

learning is a challenging area due to the data 

complexity and scalability. With the rise of data 

heterogeneity and the vast amount of data, analyzing 

the data by trial-and-error methods is an arduous 

process, which necessitates the scalable algorithms.   
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• Big Data Management and Integration:Big data 

management requires the rules, law, and control over 

data to effectively manage the data concerning the 

policies and rules of the data in the dynamic 

environment. In this scenario, the primary research 

problem is providing the decision-making mechanism. 

Also, integrating the various types of data is a complex, 

according to the different applications. 

• Semantic Indexing:Owing to the massive amount of 

data and low storage capacity, storing the semantic 

indexes is essential rather than storing the data as raw 

data. Deep learning has been used for semantic 

indexing to provide better information retrieval. 

However, semantic indexing is still an open challenge 

for big data.  

 

In future, the research on deep learning needs further 

analysis to resolve the specific data analysis problems in Big 

data. The future directions have focused on improving the 

machine learning, the high-level abstractions formulation, 

and the big data representation.  

• The future direction of this work will project data from 

different modalities into a common latent space for 

effective information retrieval. Hence, applying the 

effective fusion methods for learning features of the 

diverse data types is essential to enhance the multi-

modal deep learning model. 

• Predict the necessary volume of input data to train the 

significant data representations by the deep learning 

algorithms. It addresses the problem of utilizing the 

entire Big data input corpus to train the high-level data 

representation patterns. 

• Domain adaptation is a crucial aspect while applying the 

deep learning when the distribution of the training data is 

varied from the distribution of the test data, which 

targets to resolve the variability of the data types and the 

big data domains during big data analytics.  

• With the increase of non-linearity in the Big data, 

understanding the characteristics of the data and 

predicting the mean and variance have become the 

crucial importance to deal with the uncertainty while 

applying deep learning algorithm.  

 

VII. CONCLUSION 

 

Nowadays, deep learning has an advantage of providing the 

high-level data abstraction for Big data with the aim of 

extracting better abstract knowledge. In contrast to the 

conventional feature engineering and machine learning 

algorithms, deep learning potentially provides the solutions 

for data analysis and learning problems. This paper described 

a brief review of deep learning in a big data environment, 

involving the existing deep architectures, deep learning 

approaches, and several countermeasures. Also, it reviews 

the existing deep learning approaches for the big data 

applications. This review reveals significant factor that 

learning the feature hierarchies and deep architectures are 

highly desirable in the big data environment. This work 

provides the insights to understand the various deep learning 

systems and the current critical challenges in the deep 

learning research, which paves the way to develop the deep 

learning algorithms under various circumstances. Finally, 

this work provides several possible future directions for the 

open research problems in big data deep learning.  
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