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Abstract— Machine Learning (ML) is a field of Artificial Intelligence, which applies the principles of statistics to predict 

the outcome of process by utilizing the historical data. Each ML model is built on a specific Data Set and programming 

language, however the knowledge obtained by the model is restricted to that particular Dataset. Web Service Composition 

(WSC) process of combining the available web services (WS) and arriving at a new web service based on the required 

inputs and preconditions. The paper presents an approach to represent a ML model as web service and automatically 

composing them with other ML models to utilize the knowledge gained on different data sets. The MLWSC approach 

consists of two stages. In stage one, semantic networks are created among the ML services to form a network. In stage two, 

MLWSC compositions are constructed based on the requirement of the user. 
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I.  INTRODUCTION  

 

Machine Learning is the bussing field of computer science 

over the last decade paving way for efficient utilization of 

computational capabilities of modern machines to either 

classify or predict the outcome [1]. The ML models are 

built on the statistical methods on the underlying datasets, 

the models are trained, tested on the dataset and validated 

on some percentage of the dataset rows. The model 

improves its efficiency in these learning‟s. However in all 

the applications the model is built on a single dataset and 

either implemented in python or R or java languages. The 

knowledge gained by the model is restricted to the 

underlying data set used. It cannot be used on other 

datasets. The programming language acts a hindrance to 

integrate different models developed in different 

programming languages. These restrictions pave way for 

the proposed method which describes a ML model as Web 

service and combine them through a composition method 

to effectively integrate the models to obtain the desired 

output. 

 

A Web service is software based application which is 

described uniquely by its URI, its interfaces and bindings 

have the capability of identification, discovered and 

described on its own by XML configurations, it supports 

the direct communication with other set of software 

applications. Web services are based on XML messages 

over internet based communication and protocols [2]. Web 

services provide the facility to communicate and 

coordinate with other computing platforms, applications, 

languages and business entities. Web services acts like a 

black box, without having to bother about the internal 

working, hardware, platform or programming language. Its 

interfaces are sufficient to interact with other entities. The 

composition of the WS is a challenging task given the fact 

that each WS has its own inputs and outputs. The pre-

conditions and effects of a service can also be different [3]. 

Thus the effective ability of service lies in selecting, 

integrating the services at run time is a challenging task 

towards the compositions of web services. 

 

In this paper we consider the problem of representing 

Machine Learning models as Web services by considering 

its inputs, outputs and Data sets. The ML model is 

encapsulated to form a web service by specifying the 

interfaces to the WS in WSDL file [4]. Based on the user 

requests the MLWS are combined together by the 

composition algorithm considering the ranking among the 

ML models based on their accuracy levels [5]. 

 

The rest of the paper is organized as follows. The work 

related to MLWS is explained in section II. Proposed way 

of encapsulating a ML model in a WS is explained in 

section III. Experimental results are presented in section 

III. Concluding remarks are mentioned in section IV.  

 

II. RELATED WORK  

 

The work presented in [6] provides a method called MLS-

PLAN algorithm to compose new machine learning 

services. It discusses a use case of automated machine 

learning in real-world scenario.  The research presented in 

[7] deals with the definition of program software that 

provides an opportunity to solve the problem of machine 

separation data learning methods for input in the context of 
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various learning areas. A list of such activities may 

include: suspicious identification state contractors for 

cooperating with suppliers, predicting the execution of a 

government contract, predicting the revocation of a license 

credit unions and insurance companies, etc. The 

application allows the user to build several basic hardware 

configurations learning models to solve problems in stages. 

As part of the research, the functional requirements of the 

product being processed are presented, architecture 

developed, design and evaluation of the proposed process 

for creating a machine learning model done. The use of the 

app will allow you to create songs for machine learning 

models in easy-to-use mode to increase the accuracy of the 

partition problem. The use of proposed tools enhances the 

accuracy of problem solving data input in context of 

various topics using the formation of machine learning 

mechanisms. The new trend of machine learning as a 

service is presented in [8]. 

 

III. MACHINE LEARNING MODEL AS WEB SERVICE 

 

A Machine Learning Model can be built for Classification, 

Regression, Forecasting, Clustering or Dimension 

Reduction problems. They have their own set of input 

parameters and outputs (effects). Each model runs overs a 

specified data set. These data sets contain features on 

which the model is built for the required application. The 

knowledge gained such as parameter tuning, optimization 

values by the model is persistently stored in a knowledge 

bank and can be reused on different datasets. The ML 

Model is described in Figure 1. Each of these models is 

implemented either in Java, Python or R languages.  

 

The Machine learning model is encapsulated in a web 

service by providing interfaces. The ML web service is 

described using the WSDL file; the WS will now contain 

the preconditions and effects data that are required by the 

underlying ML model. The WSDL file acts as the contract 

for the web service. The embedding layer embeds service 

description into ML models. The MLWS is as shown in 

Figure 2. Web services are stored on an API sharing 

platform which makes these services discoverable [9]. 

 

A. Semantic Links (SL) 

The Machine Learning Web services (MLWS) 

functionalities are described using their inputs, output 

parameters and preconditions and effects. The MLWS are 

self-describing in nature. In MLWS proposed method, 

inputs are identified as I_s and O_s as output parameters of 

MLWS, mlws. A SL is expressed as triplet as used in (1) 

here, mlwsi & mlwsj are MLWS. The semantic similarities 

are calculated based on the SL between the parameters of 

services.  

 

 
Figure 1 : Machine Learning Model 

 

 
Figure 2 : ML Model as a Web Service 

 

The MLWS similarities are identified based on a matching 

calculation function among the two ML models. The 

matching function SLij, compare the two ML based on 

their input and outputs of the underlying model, models 

will be matched based on functionality of the machine 

learning model rather than on the method that is being used 

and it also do not depend on data set used [10].  

 

SLij = <mlwsi, SimƬ (O_si, I_sj), mlwsj>    (1) 

 

The MLWS composition process involves retrieving of 

SLs, SLij among an output O_si of MLWS mlwsi and input 

I_sj of other MLWS, mlwsj before causal laws among 

effects, Emlwsi of mlwsi and preconditions, Pmlwsj of 

mlwsj which means, Emlwsi imply Pmlwsj. Therefore, we 

can establish that mlwsi and mlwsj are can be partially 

hooked based on a similarity matching formula, SimlarƬ, 

specifying a data flow. It means the presence of a SLij 

implies that mlwsj succeeds mlwsi and the output of mlwsi 

can be fed as an input to mlwsj without any interleaved 

services between O_si and I_sj. 

 

B. Service Link Network (SLN) Generation 

With a given set of MLWS, the SLN is constructed with an 

aim to generate a network of MLWS based on their SLs 

and constraints defined as causal laws [11]. A SLN is 

represented using a 4-tuple notation <S, C, δ, λ> here: 

 S is a set of MLWS.  

 C is a set of conflicts between MLWS.  
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 δ is S × {E,P,U,I} × S, indicates SLs between 

MLWS, evaluated using SimlarƬ [12].  

 λ is C × {E,P,U,I}× S, indicates conflicting MLWS 

in S evaluated by SimlarƬ.  

 

The MLWS which provide same functionality and having 

same input and output parameters are said to be conflicting 

with each other [13]. The MLWS that produces same 

output are also said to be in conflict with each other since 

each of them can produce the same output. The MLWS are 

said to be in Precondition conflicts if they have 

incompatible preconditions, during execution only one 

among them will be selected. 

The steps in SLN generation are  

1. foreach pair of MLWS (mlwsi, mlwsj)  

2. Compute SimlarƬ (O_si, I_sj)  

3. if input of MLWS mlwsi and mlssj are same then 

4. {input conflicts} = {input conflicts} U {mlwsi , mlssj}  

5. if input of MLWS mlwsi and mlwsj have 

complimentary pre-conditions then  

6. {pre-condition conflicts} = {pre-condition conflicts} U 

{mlwsi , mlssj}  

7. if input of MLWS mlwsk is satisfied by both mlwsi and 

mlwsj then  

8. {conflicting service on mlwsk} = {conflicting service 

on mlwsk} U {mlwsi , mlwsj} 

 

C. MLWS Acyclic Dependency Path 

SLN is extended by adding intermediate operators to 

generate a process structure, MLWS Acyclic Dependency 

Path (MADP), represented as a 6-tuple <N, S, G, E, start, 

end, type> where [14]:  

 N is a set of nodes which can be S or G.   

 S is a set of MLWS. 

 G is a set of gateways. 

 E is N × N the set of edges between MLWS.  

 start is start service, for each node n ɛ N have a path 

from start to n.  

 end is end service where execution terminates.  

 type : G →{SPLIT, MERGE} is a function to labels 

a node. 

 

The steps in constructing MADP from SLN are  

1. For every node in the SLN 

2. If a node is having many outgoing nodes then  

A Gateway is add after the node  

3. If all outgoing nodes are in conflict sets with each 

other then  

The type of the gateway is set to „SPLIT‟  

4. If few or all incoming nodes are not in set of 

conflict then  

          The gateway type is set to „MERGE‟ 

5. If few outgoing nodes are in conflicts then  

6. Create a node „MERGE‟ gateway for the 

conflicting nodes 

 

D. MLWS Composition 

The MADP is converted into structured composition which 

becomes executable. Structured processes are created to 

represent MLWS compositions [15]. The structured 

processes are encoded in any executable language, which 

adds to its benefits. The composition C is represented as 

(2).  

 

C ::= MERGE{C,...,C}│SPLIT{C,...,C}│C → C│s    (2) 

 

Here „s‟ represents an Atomic statement which is execution 

of a MLWS, operator „→‟ indicates sequential composition, 

operator „SPLIT‟ indicates parallel execution, „MERGE‟ 

operator  specifies convergence to wait till completion of 

all of its  parameters services to continue. The SLNs are 

acyclic, the constructed service compositions will not have 

loops. A MADP is structured if gateway SPLIT and 

MERGE exists in pairs. However, MADP graphs are 

unstructured in general.  

 

The terms predecessor, immediate predecessor, successor 

and immediate successor nodes are used to derive flow 

path. The MADP will not be having start and end nodes, so 

a START and END node is added and an edge is added 

from all final nodes to END node. 

 

The input to composition task is a MADP and a node x ∈ S 

U G. This node is processed in the task, it is recursive and 

exits once processing of all nodes of MADP are completed 

resulting in a structured composition.  

 

Steps in Composition Process are  

1. Create a START node. 

2. For the given input parameters of the MLWS task, find 

the services with same input parameters, create an edge 

from START node to each such services selected. 

3. Create an END node. 

4. For the given output parameters of the task, find the 

services with same output parameters, create an edge 

from each such services selected to END node. 

5. Using MLWS Acyclic Dependency Path, find the paths 

from nodes selected in step-2 to nodes selected in step-4.  

6. If multiple paths are available in step-5, then evaluate 

the performance of each MLWS involved, based the 

correlations of execution time, accuracy, precision, and 

recall rates.  

7. Select the best path and execute the MLWS to obtain the 

required output. 

 

IV. RESULTS AND DISCUSSION 

 

We used 10 machine learning methods on the proposed 

MLWS composition method which included Linear 

Regression, Logistic Regression, Decision Tree, SVM 

Algorithm, Naive Bayes Algorithm, AdaBoost, CNN, 

KNN Algorithm, K-Means, Random Forest Algorithm 

along with their required service datasets the details are 

mentioned in Table 1. Each of these models are 

encapsulated in a web service identified by their bindings. 

Each ML model is ran using their specified dataset. The 

composition method is applied on a page ranking and 

recommendation systems.  
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The composition algorithm is applied on the page ranking 

system by using the Acyclic Dependency Path generated 

with the given MLWS and their datasets. Given the inputs 

and outputs of the page ranking system. The composition 

system will find the sequence of MLWS to be executed to 

produce the required result. The method selects the 

Decision Tree followed by KNN and Random Forest 

which is having the less execution and accuracy compared 

to all other paths in dependency graph.  The experiment 

was made on i5. Each model ran on its own dedicated 

instances (2 CPUs, 4GB RAM). The composition process 

was successful in composition the MLWS. 

 

Table 1. Different ML Models as MLWS 

Model used as MLWS Time Taken Accuracy 

Linear Regression 45s 83.22% 

Logistic Regression 50s 87.55% 

Decision Tree 92s 89.63% 

SVM 74s 91.32% 

Naive Bayes 57s 91.86% 

AdaBoost 67s 88.63% 

CNN 63s 89.79% 

KNN Algorithm 48s 86.59% 

K-Means 59s 94.36% 

Random Forest  53s 93.45% 

Composition of Decision 

Tree followed by KNN 

and Random Forest 

350s 85.82% 

 

 

V. CONCLUSION AND FUTURE SCOPE  

 

In this paper we have presented a method to convert the 

Machine Learning Model into an Executable Web Service, 

These MLWS process the quality of the web services such 

that they are identified by their bindings and become 

discoverable for the composition process. Each of these 

MLWS are identified by their inputs and output parameters 

and preconditions and effects. Using the casual laws the 

MLWS are semantically liked to each other. These models 

form a pipeline for execution when more than one MLWS 

can be selected, we can further include a correlation among 

those and select one with a better performance. The main 

benefit of MLWS composition is that it avoid recreating a 

ML model, instead the existing ML models can be plugged 

to each other to obtain the required objective. In future the 

proposed method can be extended to non-ML 

computational models. The registry based functionality can 

be added to form a repository so that the MLWS can be 

added and remove dynamically at run time.    
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