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Abstract— Credit card fraud detection becomes critical due to increase in online transactions. Customers bought products 

online more often than not. The payment is either through debit or financials. The malicious users may attack the online 

information and hack credit and debit cards. Detection and prevention mechanisms thus are need of the hour. Researchers 

work towards achieving immunity against these attacks but perfection yet not achieved. This paper proposes similarity 

based decision tree approach for financial fraud detection strategy by working on state driven dataset.  The objective is to 

detect the attack at early stage to avoid extravagant situations. The result is presented in the form of classification accuracy, 

precision and execution time. The result in terms of classification accuracy and execution time is improved by the factor of 

10%.      
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I.  INTRODUCTION  

 

Financial transactions are conducted using credit and debit 

cards. Debit/credit card is a flimsy convenient plastic card 

that contains ID data, for example, a mark or picture, and 

approves the individual named on it to charge buys or 

administrations to his record - charges for which he will be 

charged intermittently. Today, the data on the card is 

perused via mechanized teller machines (ATMs), store per 

users, bank and is likewise utilized in online web 

managing an account framework. They have an 

exceptional card number which is of most extreme 

significance. Its security depends on the physical security 

of the plastic card just as the protection of the financial 

number. There is a fast development in the quantity of 

financial exchanges which has prompted a significant 

ascent in fraudulent exercises. Credit card fraud is a wide-

extending term for burglary and fraud submitted utilizing a 

financial as a fraudulent wellspring of assets in a given 

exchange. By and large, the factual strategies and 

numerous data mining calculations are utilized to take care 

of this fraud discovery issue. The majority of the financial 

fraud identification frameworks depend on man-made 

consciousness, Meta learning and example coordinating.  

 

Financial fraud detection is critical in the environment 

where users can invest money by the use of credit and 

debit card.  The mechanism commonly employed in most 

literature includes neural network based approach for fraud 

detection. The  fraud directly or indirectly impact trust. 

Gathering trust in online business is difficult task and to 

establish trust, online business must accompanied with 

fraud detection strategies. In addition to neural network 

based approach there exist genetic approach for the fraud 

detection.  Genetic approach uses iteration to analyse the 

dataset but to the worst end, convergence rate is poor.  

 

Those e-commerce sites are more successful in which user 

does not have fear of being cheated. Web provides number 

of mechanisms in order to gain trust with the online e-

commerce websites. The customer relationship will vastly 

improves if the trust factor is good. Without trust the 

development of e-commerce cannot reach its full potential.  

This paper is structured as follows: first of all the concept 

of trust is discussed from various prospective, secondly we 

will examine trust in e-commerce environment, A new 

model for trust management is presented, in the next 

section we will focus on the referee trust, which is 

examined in more detail, next we examine the 

methodology and the data analysis will be conducted. 

 

A. Concept of Trust 

Trust is critical for the success of online business. 

Establishing trust is difficult. The primary reason for the 

same is metric determination. Metric measure the quantity 

and quality associated with the online business. Metric can 

be direct or indirect in nature. Trust falls within indirect 

measure for quality. This metric depends upon several 

other parameters like service, delivery time, frauds etc. 

To establish trust customer review about the product sold 

by ecommerce website is compulsory. To this end several 

online business organizations conduct search engine 

optimization.   

 

In fact, several organization establish trust service provider 

to motivate the customers towards the service they provide. 

Trust service provider can be a digital agent that is used to 

divert the traffic generated towards the online business.  
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Frauds to the sites can hamper the trust and traffic could be 

deviated away from website. Fraud detection strategies 

thus are required in order to tackle the trust issue. The 

mechanism can uses mining approach for filtering the 

information present within large dataset. Detection 

strategies must incorporate pre-processing mechanism. The 

pre-processing mechanism eliminate the problems such as 

missing values within the dataset.   

 

Once the missing values from within the dataset is tackled , 

segmentation is applied that divides the dataset into critical 

and non-critical section. 

 

After segmentation classification is performed to 

determine frauds from within the dataset. 

All these aspect are used in order to establish trust in 

online business.   

 

Rest of the paper is organized as under: section 2 gives 

literature survey, section 3 gives the proposed system and 

methodology, section 4 gives results and last section gives 

conclusion and references. 

  

II. LITERATURE SURVEY 

 

[1]proposed data mining method for abnormal fraud 

patterns prediction for this purpose sequential data mining 

is used in order to accomplish this data preprocessing 

mechanism is applied. After applying preprocessing 

mechanism the attributes will be analyzed this will be done 

using passes on medical data. The first pass determines 

whether support for each abnormal fraud patterns is present 

or not at the end of this phase the frequent abnormal fraud 

patterns within the database will be identified, a counter 

will be maintained to count the occurrence of each 

abnormal fraud patterns within the dataset. Next phase 

determines the second sequence of abnormal fraud pattern 

present within the dataset. The overall process yields the 

abnormal fraud pattern which can cause the occurrence of 

other abnormal fraud pattern. The abnormal fraud patterns 

resulting in another abnormal fraud patterns are termed as 

candidate generation. And for declaring that it is generated 

from the previous level Pruning is used. 

 

[2]proposed a sequential mining approach for early 

assessment of chronic abnormal fraud patterns. The clinical 

database is considered .A dataset of patients derived from 

Taiwan, it derives richest of risk fraud patterns. Data pre-

processing as performed to rectify the problem if found but 

missing values are not considered .sequential fraud pattern 

mining is used to observe the risk fraud pattern and 

generate the result. The problem with this approach is that 

no precautions have been suggested. The classification 

accuracy is 80% further improvement in classification is 

needed. The chronic abnormal fraud patterns is analysed in 

this paper built in over the existing problem. 

 

[3]enhancement which can be improved proposed 

multiclass Naïve Bayes algorithm is used for prediction of 

particular abnormal fraud patterns but training it on set of 

data before implementation. This is downloaded from UCI 

repository work. The proposed system can help doctors to 

take clinical decisions where traditional decision support 

system fails, J47 algorithm is also used for proving the 

worth of study of accuracy in heart abnormal fraud 

patterns, breast cancer and diabetes approaches 83% by 

using this approach. This accuracy requires in future. 

 

[4]sequence fraud pattern mining is proposed in order to 

detect the time duration used for promotion. the sequence 

or fraud pattern is checked from within the database. The 

weight of each sequence in each database is achieved from 

the interval of the successive element in the sequence and 

the mining is performed on the basis of weight considering 

time interval. Time interval based fraud pattern is used in 

this case. In preprocessing missing values are not 

considered. 

 

[5]proposed a technique that extract sequential fraud 

patterns from hypotensive patient groups. These fraud 

patterns are further utilized to inform medical decisions 

and randomized clinical trials. It further extended by 

including various clinical features and also include some 

sequential fraud patterns. It also does not considered 

missing value during the preprocessing phase. 

 

[6]Proposed technique named ConSgen that are used to 

identify the contiguous sequential generator and also 

minimize the redundant fraud patterns, It utilizes the divide 

conquer technique to find the sequential generator with 

contiguous constraints. But it does not considered the 

gapped alignments and also not discovered the binding 

sites. 

 

[7]it identified a problem of top –k utility based regulation 

fraud pattern which is used to find out meaning in biology. 

Firstly proposed a utility model called TU-SEQ which is 

used to find top –K high utility gene regulation sequential 

fraud patterns. It is considering the relation between the 

various fraud patterns and interactions in biological 

studies. 

 

[8]Proposed a mining technique that are used to reduce the 

complexity and cost of the data storage. It divide chunks 

into separate parts and regression analysis are to be done to 

analysis the trial variable and samples dataset. But it does 

not considered separate chunks for feature analysis and 

separate storage reservoir also not utilized.  

 

[9]Proposed an application that utilizes the data mining 

technique to predict the heart abnormal fraud patterns. 

Also it guide the patient to take treatment at early stage. 

But is completely dependent upon patient input and does 

not considered predefined dataset values. It also not 

utilizes the missing value that are essential to predict 

abnormal fraud pattern.  

 

[10]in this paper the analysis of various fraud pattern 

mining techniques is done and also the features of all the 

algorithms. It introduced various minimizing support 
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counting which is used for minimizing search space. We 

have generated small search space which will include 

earlier candidate sequence pruning then database is 

analyzed and compression technique is used to analyze. 

[11]Proposed paper presents the sequential fraud pattern 

mining to discover the rare abnormal fraud patterns within 

human body where experiments are conducted using data 

mining tool WEKKA. This show betterment in percentage 

for classification accuracy. 

 

[12]in this paper a fraud pattern growth method is used that 

analyze the medical database to specify the combination of 

chronic abnormal fraud patterns it introduce prefix span 

algorithm that identify all possible fraud patterns in the 

images but it constrained only specific abnormal fraud 

patterns and can further improved for efficient search, it 

shows the results in terms of HTN and DP abnormal fraud 

pattern. 

 

[13]In this paper analysis of various sequential fraud 

pattern mining algorithm are done. It discover the various 

challenges in these algorithm and improved the 

performance by proposing constraints in fraud patterns. It 

enhances existing CAI prefix span algorithm by 

introducing time constraints. The comparative results 

shows it is better and we can also further enhance it by 

applying efficient constraints. 

 

[14]In this proposed an approach that verified and 

recommend clinical pathway to the patients it utilizes 

sequential fraud pattern mining that handles the record 

between various time intervals . the proposed methodology 

uses the actual logs of patients that would further analyze 

these fraud pattern using T-prefix span algorithm .but it 

will be necessary to introduce faster mining algorithm that 

are not in proposed methodology. 

 

[15]In this paper a non-homogeneous mark over model is 

used to identify the chronic abnormal fraud patterns in the 

patients. The algorithm uses global optimization that 

efficiently identify the number of frequent pathway 

required to analyses the patient. The result shows that the 

proposed methodology probability is better than existing 

ones but this approach can be extended using admission 

scheduling policy. 

 

III. METHODOLOGY 
 

The proposed algorithm uses the prefix span algorithm for 

determining patterns which can be grouped together to 

form clusters. Pre-processing mechanism includes most 

probable value replacement with the missing value. 

 

Algorithm 

 Input: Dataset 

 Output: Classification Accuracy, Abnormal 

patterns Prediction 

 Input Dataset  

Data=  

Where I are the number of rows within the dataset 

 Apply Pre-processing mechanism to resolve the 

missing values  

MPV=mean 

(Values(

 

 Repeat while all the missing values are tackled 

If (Missingi) 

Missingi=MPV 

End of if 

End of loop 

 Apply Similarity based random forest for pattern 

growth determination 

 Form clusters 

Repeat until values in dataset are examined 

If(DatsetiValue==Dataseti+1value) 

Clusteri=DatsetiValue 

End of if 

I=i+1 

End of loop 

 Predict abnormal patterns looking at the pattern 

clusters 

 Result: Accuracy, Abnormal patterns 

 

The flow of the proposed work is given as under 

The methodology to be followed must accommodate pre-

processing mechanism. This pre-processing mechanism 

must eliminate noisy data. This noisy data may include 

missing data. In addition to missing data insignificant 

values must be eliminated in order to increase the 

execution speed. After that feature vector must be formed 

using Similarity based random forest approach. The 

proposed model that can further improve the result of 

similarity based approach is given in figure 8. 

 

 
Figure 1: Proposed system to improve classification accuracy 
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Each tree figure 1 represents feature tree. Feature of similar 

types are grouped within the same cluster or group. This 

will form a feature vector to be compared against the test 

data to derive a conclusion.  

 

The features that are extracted includes mean, median, 

mode, kurtosis, skewness, correlation, regression and 

entropy. All these features are extracted in two phases. 

First phase is of training and other phase is of testing. 

Trained features are compared against the test features and 

if match occurs than fraud is detected. 

 

The working of the proposed mechanism is given in this 

section. (Caorsi and Lenzi 2016; C. Wang, Kennedy, and 

White 2017)This mechanism is most frequent in detection 

of financial fraud at early stage. This mechanism is applied 

on financial fraud detection. The mechanism used can be 

used in order to detect the financial fraud at early stage. 

Mathematical foundation for Similarity based random 

forest is given in this section.  

 

A. Methametical Foundation 

There are three actions associated with Similarity based 

random forest. Taking input, processing them and them 

generating output. Similarity based random forest is 

generally of the form given in figure 1. Convolution is 

generally represented with the mathematical symbol ‘*’. If 

input dataset is represented with ‘X’ and filter data is 

represented as ‘F’ then expression  

 

Z=X*F 

 

This ‘Z’ represents traversing of data cell by cell. The 

operation of convolution builds a matrix by multiplying 

contents with filtered matrix. Let us consider dataset of 

size 3x3 and filter of size 2x2. 

 

Figure 2: Convolution Neural network 

 
Table 1: Dataset for operation 

1 7 2 

11 1 23 

2 2 2 

Table 2: Filter of size 2x2 

1 1 

0 1 

 

The filter perform operation by moving through the 

patches of the dataset and values are summed up as given 

in following equations 

 

 

 

 

 
 

The filter is filtering the data by considering only small 

chucks at a time. In case of large dataset, same operation is 

performed on every distinct patch. Since the considered 

size of the dataset is small so convergence is faster, in case 

size of the dataset is large then time consumption in 

convergence is more. Convolution layer extract useful 

features in 2D matrix form. 

 

 
The fully connected layer than plays its part. It takes the 

input that is generated from the input layer and processed 

by convolution layer. The linear and non linear 

transformation are then performed by  fully connected 

layer.  

 

The equation used for linear transformation is given as 

under 

 
‘X’ define input, ‘W’ defines weight, ‘b’ is a bias or 

constant. The size of the matrix is given as under 

 

 
                             

 
Figure 3: Size of the output generated with Similarity based 

random forest 
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The size of the matrix is equal to the amount of features 

extracted. There will be total of 4 features as per our 

example that is extracted and output layer resulted in the 

classification based on these features. Sigmoid function is 

applied and forward propagation is applied for the result 

generation.  

 

In case result is not up to the mark then, back propagation 

is applied to adjust the weights and result is generated 

again. This process continues until result is up to the mark. 

The result is calculated on the basis of generated errors. In 

case error is more then back propagation becomes com 

[pulsar otherwise result is retained.  

 

This mechanism first of all eliminates noisy data from the 

dataset. Noisy data from the dataset is eliminated by 

identifying missing data and then replacing it with highest 

frequency value. In addition, learning is based on Random 

Forest learning mechanism that uses the previous 

transaction impacts and hence converges much faster as 

compared to existing learning mechanism.  

 

IV. RESULTS AND DISCUSSION 

 

The performance of the system is analysed by the use of 

parameters such as accuracy, specificity and sensitivity. 

Accuracy is obtained by subtracting the actual result from 

the approximate result. In terms of predictions accuracy is 

obtained as 

 

 
Equation 1: Accuracy in terms of prediction 

 

Sensitivity is obtained by dividing number of positive 

predictions to the total true positive rate. 

                                                  

Sensitivity=     

Equation 2: Sensitivity evaluation formula 

 

Specificity is another parameter used to evaluate 

correctness of the proposed system. It is given as under 

                                                             

Specificity=  

Equation 3: Specificity obtaining formula 

 

The abnormal patterns detection and prediction is given 

though accurate classification, result in terms of plots is 

given as under 

 
Table 3: Number of abnormal patterns discovered 

Dataset Size Parameter Base Paper  Proposed work 

100 rows Number of 

Abnormal 

Patterns 

20 35 

500 rows  Number of 

Abnormal 

Patterns 

40 55 

The result in terms of patterns is more in case of Prefix 

span algorithm as compared to FP growth algorithm but 

optimality will be tested only through the parameters such 

as accuracy, specificity and sensitivity.  

 
Table 4: Comparison of result in terms of accuracy, sensitivity 

and specificity 

Dataset Size Parameters Base  (%) Proposed (%) 

5 Rows with 

55 attributes 

Accuracy 

Specificity 

Sensitivity 

77 

75 

79 

85 

84 

84 

10 rows with 

100 attributes 

Accuracy 

Specificity 

Sensitivity 

77 

79 

78 

85 

86 

87 

20 rows with 

200 attributes 

Accuracy 

Specificity 

Sensitivity 

78 

79 

78 

86 

87 

87 

 

The plot for the above table is as under 

 
Figure 4: Plots for the accuracy, specificity and sensitivity 

 

Classification accuracy of proposed system appears to be 

more as compared to existing techniques. Multiple class 

prediction mechanism showing higher accuracy proving 

the worth of study.  

 

V. CONCLUSION AND FUTURE SCOPE  

 

In this paper an automated system that utilizes MPV along 

with Similarity based random forest algorithm for 

detecting frauds proposed. Pre-processing phase is critical 

and is well defined using noise handling and resizing 

operation. Obtained dataset are fed into the trained network 

for feature extraction using Random Forest learning 

algorithm and classification is performed using MPV. 

Hybrid approach followed gives better results.  The main 

objective of the proposed literature is creating optimized 

detection using Random Forest for better accuracy. Higher 

accuracy is achieved by the use of said literature. In future, 

proposed strategy can be examined against the real time 

datasets for better evaluation of accuracy.  
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