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Abstract: OpenNebula, a cloud platform handles a variety of leases employing scheduler, Haizea and majority of them are 

deadline-sensitive in real time. As existing Backfilling AHP model for deadline-sensitive lease scheduling suffers from lease 

rejection and do not scrutinize the estimations for waiting leases. In our proposed work, to overcome this pitfall we have 

devised Hungarian-Genetic Algorithm (HGA). Time Estimations for leases are performed using optimized Hungarian 

Algorithm to optimally render resources to available leases but it executes boundlessly. Thus, it’s blended with Genetic 

Algorithm to set bounds to it by utilizing fitness function. Output of HGA is a scheduling structure with optimal lease 

combination which consumes minimum time. Finally HGA is compared with Backfilling AHP model and HGA schedules 

greater quota of leases and minimizes lease ostracism comparatively. Also proposed model works fine on increasing number of 

leases as computational time is not directly proportional to number of leases scheduled. 
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I. INTRODUCTION 

 

Cloud computing presents a most promising, low capital 

distributed computing technology and eScience 

infrastructure on which the research association has recently 

ventured into [1]. It renders numerous types of services and 

information with a contemporary vision of Telcos and 

Infotech in elastic “pay-as-you-go” model which is in full 

swing nowadays [2]. 

 

One of the most critical issues in cloud computing is 

scheduling as plethora of virtualized assets are being utilized 

per task and Service provider needs to deliver cloud 

resources in best possible manner for its efficient 

performance i.e productive resource utilization, minimizing 

cost and queue waiting time [3], [4]. So the main motive of 

scheduling is the mapping of tasks to the suitable resources 

which optimizes the objective [5], [6]. 

 

The deadline is the time before which a lease, task or service 

must be delivered or must terminate its execution. Varied 

cloud resources render varied intensities of performance on 

the basis of various pricing models. Usually high-speed 

resources are costly comparatively thus there is a tradeoff 

between resource cost and execution time [7].  

 

A lease is a kind of agreement in which one party concurs to 

deliver a collection of computational resources to other 

party. OpenNebula is an open source platform for cloud 

computing that handle and manage virtual machines, data 

centers and cloud resources ( both local infrastructures and 

external pool of public cloud resources) by employing the 

lease scheduler, Haizea to amplify its scheduling capabilities 

while managing various kinds of leases including deadline 

sensitive leases [8], [9].From Haizea, hardware and software 

resources are requested by cloud user as a lease.  

 

II. RELATED WORK 

 

Deadline sensitive scheduling 

A variety of algorithms have been enhanced to achieve the 

requirements of cloud computing. An advanced work 

performed in scheduling deadline based approaches is as 

follows: 

 

Scientific workflows with task replication [10] make use of 

task replication to diminish the effects of performance 

fluctuations rendered in cloud computing environment by 

utilizing the budget plethora and idle resources. Motive of 

task replication is hiking of contingency policies to rectify 

obstructions arising due to the performance variabilities and 

incorrect assessment of task execution time so improves the 

cloud performance rather than fault tolerance [11]. 

 

Resource provisioning for Data-intensive applications 

approach [12] is pertinent to prodigious amounts of 

computing power so surplus cloud resources are added to the 

pool of private cloud infrastructure from public cloud 
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especially on requirement of QoS when single private 

organization has restricted computational capacity. It 

employs a hybrid cloud middleware viz. Aneka to handle the 

cloud bursting model to gather and deliver resources from 

external and local infrastructure seamlessly [13], [14]. 

Deadline sensitive lease scheduling using AHP [15] 

schedules greater number of leases within the deadline 

restrictions and puts a stop to lease ostracism by 

implementing Backfilling Algorithm incorporated with a 

Multi Criteria Decision Maker (MCDM) viz. AHP 

(Analytical Hierarchy Process). Apart from AHP, other 

MCDM’s can also be employed like TOPSIS, 

PROMETHEE, VIKOR, ELECTRE, WSM, OWA etc. [16], 

[17], [18] present the outranking and selection methods for 

choosing the optimal solution among various candidates in 

multiple criteria analysis using PROMETHEE. AHP 

employs DHT (Decision Hierarchy Tree) to optimize the 

objective which is to schedule a lease based on the 

alternatives (similar leases) and criterions (parameters).  

 

Grouped task scheduling [19] classifies tasks into a set of 

clusters based on several task attributes such as task size, 

task type, user type and task latency with the motive to 

minimize latency and execution time while meeting 

deadlines too. It works in two stages, one is to determine 

which cluster to be scheduled initially and other is to 

determine which task inside a chosen cluster to be scheduled 

initially. 

 

Pair-based task scheduling [20] pairs tasks hailing from two 

different categories prior to task scheduling to minimize 

total layover time. Task mapping is performed primarily to 

several clouds and ultimately assigned to the most 

convenient cloud. It evaluates column opportunity matrix 

(COM) and row opportunity matrix (ROW) and utilizes 

lease time and converse lease time for task scheduling. 

 

CEDA scheduling for workflow applications [21] estimates 

upward rank of tasks in the workflow, prefers the task of 

highest rank and allots to the cheapest VM instance while 

pondering the VM acquisition period. CEDA aims to 

minimize total economic cost and execution time for 

workflows while fulfilling deadlines and favors an already 

active VM instance with unconsumed period of its charge 

time interval sufficient to implement the task prior to its 

latest finish time to avoid launching new VM instances and 

extra cost overhead. Resource scheduling and provisioning 

involve the selection and provisioning of resources for 

scientific workflows while organizing tasks into a schedule 

to map them to the optimal resources within deadlines [22]. 

It is based on PSO (particle swarm optimization) algorithm 

and involves encoding of problem (solution representation) 

which is meant to evaluate the dimension of a particle 

(workflows) and fitness function is optimized based on the 

objective. 

For Multi-tenant cloud environment, an approach of 

Workflow scheduling is proposed [1] that presents CWSA 

(Cloud-based Workflow Scheduling Algorithm) to cater the 

complex issue of resource management in Multi-tenancy. It 

maximizes resource utilization by taking advantage of idle 

slots thus schedules greater number of tasks within deadline 

restrictions leading to reduced makespan and also minimizes 

the tardiness, execution time of workflows and cost of 

workflows. 
 

III. PRELIMINARIES 
 

A.  Introduction to Hungarian Algorithm 

Hungarian algorithm (also named as Reduced Matrix 

method or Flood’s technique) devised by Kuhn [23] 

provides the first effective mode of obtaining an optimum 

solution without comparing directly or indirectly every 

single option. However, the basic work of this algorithm was 

originally obtained from the works of König and Egerváry 

(Two Hungarian mathematicians) [23], [24]. It employs the 

concept of Matrix Reduction in which we subtract and add 

the suitable numbers to the cost matrix to reduce it to the 

opportunity cost matrix indicating corresponding penalties 

related to allocating any lease to a scheduler. If we are 

capable of turning the matrix down to a level of having not 

less than one element, zero in every column and row, then 

there is the probability of achieving optimal assignments 

[25], [26], [27]. 

 

B.  Introduction to Genetic Algorithm 

Genetic Algorithm (GA) is a category of metaheuristic 

technique employed to solve complex space search problems 

because of its capability of recognizing the global optimum 

[28]. GA possesses an initial population and begins with a 

set of feasible solutions. Every chromosome has a gene 

string encoding a particular solution. In GA, fittest 

chromosomes are chosen, amalgamating them to generate a 

new final robust solution. In general, the effectiveness of GA 

is determined by the selection of genetic operators 

(Selection, Crossover and Mutation) and related criterions 

[29]. First step is Selection operator whose main motive is to 

select chromosomes to generate upcoming population and 

the commonly applied selection method is roulette wheel in 

which a section of the wheel is assigned to each 

chromosome based on its fitness function. Then in 

Crossover, genes are split and amalgamated between two 

chosen chromosomes based on the predetermined 

probability. The third step, Mutation changes the values of 

randomly chosen genes from a chromosome based on 

another predetermined probability. Furthermore, the fittest 

chromosomes are duplicated and sent directly to next 

population. When GA fulfills the selected goal, it finally 

terminates [30], [31], [32]. 

 

GA constitutes of two key modules viz. algorithmic flows 

(iterative approach to produce and choose chromosomes for 
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achieving superior quality solutions) and chromosome 

representation (designing a solution). Various research 

studies are focusing on the growth of latest complete 

chromosome representation based algorithmic flows. All the 

solutions and the decisions pertaining to the development of 

a solution are modeled comprehensively and there is 

invertible and one-to-one mapping between solution space 

and chromosome space but leading to an inefficient search 

because of production of prodigious poor quality load 

imbalanced solutions. In case of incomplete chromosome 

representation, the mapping is not invertible thus it gives rise 

to a new way of producing new chromosomes from solutions 

called shadowing method [28]. 

 

IV. PROPOSED WORK 

 

A.  Problem Statement 

For scheduling deadline-sensitive leases in Cloud 

Computing environment, an existing Backfilling Algorithm 

is employed to backfill the smaller leases to the idle time 

slots to schedule greater number of leases but this algorithm 

does not work well when similar kind of leases occur in 

cloud environment and this pitfall was removed by 

incorporating Backfilling Algorithm with a Multi Criteria 

Decision Maker (MCDM) namely AHP (Analytical 

Hierarchy Process). Still Backfilling Algorithm does not 

consider the evaluations for the leases in waiting. Thus to 

overcome this issue we apply Hungarian algorithm which 

considers the time estimations of the waiting leases as well 

but it operates endlessly without any bounds.  

 

Therefore the challenge here is to devise an approach that 

can overcome above problem. For this we developed an 

algorithm called Hungarian-Genetic Algorithm (HGA) by 

incorporating Optimized Hungarian Algorithm with Genetic 

Algorithm to keep it within limits by utilizing Fitness 

Function.   

 

B.  Proposed Scheme (Hungarian-Genetic Algorithm) 

In this section, we have proposed an approach called 

Hungarian-Genetic Algorithm (HGA) to enhance existing 

Backfilling Algorithm for scheduling deadline-sensitive 

leases in optimal time. Our proposed work, HGA 

(Hungarian-Genetic Algorithm) can be better explained in 

the following steps: 

 

Step1- Initialization: 

When several deadline- sensitive leases arrive in Cloud 

Computing environment for the purpose of scheduling then 

an equal number of scheduler threads are created.  

 

Step2- Matrix Formulation:  

Initially lease data is preprocessed i.e we extract the lease 

parameter (Execution Time) of all the leases on each 

scheduler thread and set the values in the form of a square 

matrix. We begin with providing the Square Matrix as an 

input to the Genetic Algorithm and set it as Initial 

Population.  

 

Step3- Implementation of Optimized Hungarian 

Algorithm: 

We implement Optimized Hungarian Algorithm (OHA) to 

the Initial Population for computing the Time Estimations of 

all the leases on the Scheduler threads and at the end of this 

algorithm we obtain Total Time of execution of the optimum 

lease combination. The working of this algorithm is 

explained in the section 4.5. 

 

Step4- Set Fitness Function: 

After obtaining the Total Time of execution of all the leases, 

set the Total Time as Fitness Function to to determine how 

“suitable” and “fit” a particular solution is with respect to 

the set objective or the problem in consideration. 

 

Step5- Permutations: 

After acquiring the Fitness Function, we perform Crossover 

in which we calculate the total possible Permutations of all 

the leases on each scheduling thread as the potential 

combinations for next generations. For the next generation, 

again we compute Time Evaluations of the Square Matrix 

using Optimized Hungarian Algorithm and Total Time of 

execution is obtained. 

 

Step6- Comparison and Decision Making:  

Now we compare this current value of Total time with that 

of the Fitness Function. We perform Decision Making here 

for the optimized solution. If current value is better than the 

Fitness Function (i.e if current value <= Fitness Function) 

then set the current value of Execution Time as new Fitness 

Function, otherwise discard the current value and resume the 

value of Fitness function. After obtaining new Fitness 

Function, repeat again with taking next combination as 

crossover for next generation, calculating Time Estimations 

and then comparing until 10 Generations. After 10 

generations we come up with an optimized output having 

feasible combination with least Execution Time of all the 

leases, thus we can schedule greater number of deadline 

sensitive leases and that too within the deadline constraints. 

 

Step7- Computation of Number of Leases Scheduled 

within a Deadline Generation: 

For the rigid deadlines, after getting the optimized 

scheduling structure we can compare the optimized output 

(after 10 generations) with that of a set deadline generation 

by comparing the average number of tasks to be scheduled 

by which we can determine the number of leases scheduled 

within a set deadline generation in case if the deadlines are 

hard ones. 
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Figure 1.Flowchart of HGA 

 

C. Flowchart  

The Flowchart of the proposed approach is shown in the 

figure1. The algorithm begins with initializing the Number 

of leases say “n” and an equal number of Scheduler Threads 

are created say “n”. Using a Random Number Generator, 

execution time of all the leases on all the scheduler threads is 

randomly set. These random numbers are placed at each 

matrix element constructing a Square Matrix of size n×n.  

 

Genetic Algorithm (GA) begins with setting square matrix 

as Initial Population. In next step, Optimized Hungarian 

Algorithm is applied to find the Time Estimations of all the 

leases over all the scheduler threads and we obtain total 

Time of execution of the leases over all the Thread. In next 

step, set Total Time as Fitness Function as a single figure of 

merit to determine how close a particular design solution is 

to accomplishing the set goals. Further in Crossover, 

compute the Permutations of the number of leases available 

to act as a combination for the next Generations. For next 

Generation calculate the Time Evaluations using Optimized 

Hungarian Algorithm and Total Time of execution is 

obtained. This Current Value is compared with the Fitness 

Function. If Current Value is less than Fitness Function then 

set Current value as new Fitness Function, else discard the 

current value. It will now draw next possible Combination 

for Crossover to obtain next Generation and this process will 

repeatedly loop around upto ten generations. Finally an 

optimized solution is achieved in the form the lease 

combination having least Execution Time.  

 

D. Illustration 

In this section, we will explain the HGA (Hungarian-Genetic 

Algorithm) with the help of an example. We will begin with 

the number of leases ‘n’ say n=3 and automatically n=3 

scheduler threads will be generated, constructing an n×n 

Square Matrix. By employing a Random Number Generator, 

we will randomly assign random numbers to each Matrix 

Element. Every entry in the Matrix will indicate the time of 

execution of a lease on a particular scheduler. Suppose we 

generate the following 3×3 matrix shown in figure2: 

 
Figure2. Matrix (Initial Population) 

Here the lease combination initially is: [1, 2, 3] and to 

further obtain the combinations of Time Estimations for 

Leases (L1, L2, L3) over the Scheduler Threads (ST1, ST2, 
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ST3) we apply Optimized Hungarian Algorithm. In above 

figure, L1 requires 4 seconds to complete its Execution on 

ST1, 5 seconds of Execution Time on ST2 and an Execution 

Time of 4 seconds on ST3 and similarly for lease2 and 

lease3.  In Optimized Hungarian Algorithm, initially 

Scheduler Thread, ST1 executes its lease then ST2 executes 

and finally ST3 executes its lease. 

 
Figure3. Time Estimation of Optimized Hungarian 

Algorithm 

 

Figure3. shows the Time Evaluations of leases. For lease1 

(L1) to be scheduled on Scheduler Thread1 (ST1), it needs 

to wait for no other lease or thread thus completes its 

execution in just 4 seconds. For L1 to be scheduled on ST2, 

it has to wait for scheduler1’s lease1 (ST1’s L1) i.e. for 4 

seconds of Waiting time shown by underlined value in 

figure, thus it will complete its execution in total of 9 

seconds. For L1 to be scheduled over ST3, it has to wait for 

9 seconds and completes execution after 13 seconds. 

Similarly for L2 to be scheduled over ST1, it will have to 

wait for L1 to complete its execution thus it will complete its 

execution after 8 seconds. For L2 to be scheduled over ST2, 

it can start its execution only after 9 seconds (Execution time 

of L1 over ST2) but will have to check if ST1 completed its 

execution or not, if ST1 already done, then it has zero 

Waiting time else some Waiting time. Similarly Time is 

estimated for all the elements using same method. Scheduled 

time for all the scheduler threads is:  ST1 = 15, ST2 = 22, 

ST3 = 29 and Total Time is 66. 

 

In case of rigid deadlines, we compare optimized scheduling 

output that is obtained after 10 generations with that of a set 

deadline generation by comparing the average number of 

tasks to be scheduled to determine the number of leases 

scheduled within a set deadline generation. 

 

V. RESULT AND DISCUSSIONS 

 

The proposed methodology of deadline-sensitive Lease 

scheduling using HGA (Hungarian Genetic Algorithm) in 

the cloud computing environment is deployed using the Java 

programming language by using NetBeans 8.0 as IDE. 

Proposed model uses the windows machine with a processor 

of Core i3 and primary memory of 4GB. Some experiments 

are being conducted to measure the impact of the proposed 

mode with the other existed technologies. 

 

A. Experiment Number 1:  Number of Leases Scheduled 

and rejected (when deadline is adjusted) 

The proposed model uses the Hungarian and genetic 

algorithm to schedule the leases based on the fact of one 

lease assigned per single scheduler. Here the proposed 

system improves the Hungarian model by blending it with 

the traditional genetic algorithm. When the proposed model 

of HGA is compared with that of the basic Backfilling 

algorithm for scheduling the leases the results are totally 

above the Backfilling algorithm and we found our approach 

outperforming it. 

 

Figure4 and table1 show the number of leases scheduled and 

rejected by Backfilling algorithm, Backfilling AHP approach 

and proposed HGA when deadlines are adjusted. 

Comparatively our proposed approach, HGA schedules all 

the leases when deadlines are adjusted.   

 

Table1. Number of Leases scheduled by Existing Approaches [15] and Proposed technique HGA 

Number of leases scheduled and rejected when deadline is adjusted (Soft Deadlines) 

Experiment 

No. 

Number 

of 

 Leases 

Backfilling Algorithm Backfilling AHP Approach Proposed HGA 

No. of 

Leases 

Scheduled 

No. of 

Leases 

Rejected 

No. of Leases 

Scheduled 

No. of 

Leases 

Rejected 

No. of 

Leases 

Scheduled 

No. of Leases 

Rejected 

1 5 4 1 5 0 5 0 

2 7 6 1 7 0 7 0 

3 10                8 2 10 0 10 0 

4 15 12 3 15 0 15 0 

5 20 16 4 20 0 20 0 

6 30 26 4 30 0 30 0 

7 50              43 7 50 0 50 0 
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Figure4. Number of Leases scheduled by Backfilling Algorithm, Backfilling AHP approach [15] and Proposed HGA 

 

B. Experiment Number 2:  Number of Leases Scheduled 

and rejected (when deadline is not adjusted i.e. Rigid 

Deadlines) 

When we compare our proposed approach of HGA with that 

of the basic Backfilling algorithm and Backfilling AHP 

model for scheduling the leases, the results are totally above 

them and we found our approach outperforming them in 

terms of number of leases scheduled when the set deadline is 

not adjusted. 

 

Figure5 and table2 show the number of leases scheduled and 

rejected by Backfilling algorithm, Backfilling AHP approach 

and proposed HGA when the set deadlines are not adjusted 

(Rigid Deadlines). 

As AHP model uses the backfilling technique where 

scheduling process always seek to the available resources of 

the past to be released, Whereas the proposed model uses the 

Improved Hungarian model which uses the resources 

systematically without colliding with the given scenario. 

 

C. Experiment Number 3:  Time Taken for Scheduling  

When computation time in milliseconds is measured with 

that of increasing number of leases, the experiments show 

that the number of leases scheduled is not directly 

proportional to the measured computation time as shown in 

the figure6 and table3. This indicates that proposed model 

works fine on increasing of the number of leases.

 

Table2.Number of Leases scheduled by Backfilling Algorithm, Backfilling AHP approach [15] and Proposed HGA 

Number of leases scheduled and rejected when deadline is not adjusted (Rigid Deadlines) 

Experiment 

No. 

Number 

of 

 Leases 

Deadline 

Generation 

Backfilling Algorithm Backfilling AHP 

Approach 

Proposed HGA 

No. of 

Leases 

Scheduled 

No. of 

Leases 

Rejected 

No. of 

Leases 

Scheduled 

No. of 

Leases 

Rejected 

No. of 

Leases 

Scheduled 

No. of 

Leases 

Rejected 

1 12 6 8 4 11 1 11 1 

2 20 7 8 12 10 10 13 7 

3 25                  7              10 15 12 13 16 9 

4 30 8 11 19 13 17 17 13 

5 40 6 17 23 19 21 24 16 

6 44 7 23 21 27 17 31 13 
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Figure5. Number of Leases scheduled by Backfilling Algorithm, Backfilling AHP approach [15] and Proposed HGA 

 

Table3. Measured Time for Scheduling Leases 

 

 
Figure6. Measured Time for the Scheduling Leases in milliseconds 

 

VI. CONCLUSIONS AND FUTURE WORK 

 

In this proposed work, we have devised HGA (Hungarian-

Genetic Algorithm) with the key motive to lessen the 

execution time of deadline sensitive leases in cloud 

computing environment. HGA blends the Hungarian 

algorithm with Genetic algorithm to produce an optimal and 

robust approach. This approach chooses such a lease 

Number of Leases Time Taken for Scheduling (in Milliseconds) 

2 40 

4 45 

6 117 

8 293 

10 802 
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combination which consumes least time of execution among 

various permutations of Lease-Scheduler mappings 

available. To find out the optimal lease combination, we 

have carried out decision making and comparison with the 

fitness function. The proposed HGA schedules greater 

number of leases as compared to the existing technologies 

(Backfilling AHP model and basic Backfilling Algorithm) in 

case of rigid deadlines. 

 

 It schedules all the leases without any lease rejection in case 

when deadlines are soft and found to be outperforming the 

basic Backfilling Algorithm by using the optimal lease 

combinations which consume minimum time. Also 

increasing the number of leases is not directly proportional 

to the computation time so performs well on increasing the 

number of leases. 

 

For the future work, our algorithm can also work in real time 

in Haizea for OpenNebula. Since, in our approach we have 

worked only on Execution time so the future directions also 

include considering other parameters for further refinement.  
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