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Abstract— Real time object tracking is a perplexing task in computer vision. Many algorithms exist in literature like Mean 

shift, background-weighted histogram (BWH) and Corrected background-weighted histogram(CBWH) for tracking the 

moving objects in a video sequence.This paper attempts to do the comparative analysis of the three methods in terms of 

performance parameters like Normalised Centroid Distance , Overlap and number of iterations using two types of features i.e.,  

color histogram and color texture histogram. Experimental results show that the performance of CBWH gives better 

performance when compared with basic Mean shift and BWH.  

Index Terms— Object Tracking, Mean Shift Algorithm, Target Feature Modelling, Candidate Feature Modelling, Bhattacharya 

Coefficients                                                                      

1.    INTRODUCTION 

All Real time object tracking is a critical task in computer 

vision. Some of the important applications of object tracking 

are: Automated video surveillance, Robot vision,  Traffic 

Monitoring, Animation: The proliferation of high-powered 

computers, the availability of high quality and inexpensive 

video cameras, and the increasing need for automated video 

analysis has generated a great deal of interest in object track-

ing algorithms. Many algorithms [1],[2] have been proposed 

to solve the various problems arisen from noises, clutters 

and occlusions in the appearance model of the target to be 

tracked. Among various object tracking methods, the mean 

shift tracking algorithm [3], is a popular due to its simplicity 

and efficiency.   

Object tracking can be defined as the process of 

segmenting an object of interest from a video scene and 

keeping track of its motion, orientation, occlusion etc[4,5]. 

in order to extract useful information[6]. The tracking is 

performed by monitoring object’s spatial and temporal 

changes during a video sequence, including its presence, 

position, size, shape, etc[6][7]. 

 

Mean shift algorithm[8] was originally proposed by Fuku-

naga and Hostetler[3] for data clustering.Also many algo-

rithms were proposed on features taken from video sequence 

like color histogram, and color-texture histogram, extending 

to online features selection[11] . Comaniciu and Meer [12] 

successfully applied mean shift algorithm to image segmen-

tation and object tracking. Mean Shift is an iterative kernel-

based deterministic procedure which converges to a local 

maximum of the measurement function with certain assump-

tions on the kernel behaviours. Furthermore, mean shift is a 

low complexity algorithm, which provides a general and 

reliable solution to object tracking and is independent of the 

target representation. 

 

Comaniciu et al. [12] further proposed the background-

weighted histogram (BWH) to decrease background inter-

ference in target representation. The strategy of BWH is to 

derive a simple representation of the background features 

and use it to select the salient components from the target 

model and target candidate model. More specifically, BWH 

attempts to decrease the probability of prominent back-

ground features in the target model and candidate model and 

thus reduce the background’s interference in target localiza-

tion. Such an idea is reasonable and intuitive, and some 

works have been proposed to follow this idea. In [11], the 

object is partitioned into a number of fragments and then the 

target model of each fragment is enhanced by using BWH. 

Different from the original BWH transformation, the 

weights of background features are derived from the differ-

ences between the fragment and background colors. In 

[12,13], the target is represented by combining BWH and 

adaptive kernel density estimation, which extends the 

searching range of the mean shift algorithm. In addition, 

Ning et al. [13] proposed a corrected background-weighted 

histogram (CBWH) method of mean shift algorithm and 

demonstrated the efficiency of this technique. All the above 

BWH and CBWH based methods aim to decrease the dis-

traction of background in target location to enhance mean-

shift tracking. The research contribution of this paper is, to 

perform comparative analysis of these three methods of ob-

ject tracking. Finally it is observed CBWH perform better  

compared to basic Mean Shift  and BWH. 

 

The paper is organised as follows:  Section 2 deals with 
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basics of  mean shift tracking, Section 3 presents with BWH 

and CBWH tracking algorithms, Section 4 gives comparison 

of experimentation results of the three methods. Finally Sec-

tion 5 presents the conclusion 

2.  TRACKING WITH MEAN SHIFT ALGORITHM 

2.1 Mean Shift Tracking[3]:  In [18][2] [20]exhaustive ob-

ject tracking methods are compared.  

A key issue in the mean shift tracking algorithm is the com-

putation of an offset from the current location y to a new 

location  y   according to the mean shift iteration equation. 

       

y = 
    

          . 
     

 
  /

 
   

        . 
     

 
  /

                                 (1) 

Where  

w =     
 √

  ̂ 

 ̂ (  )
  δ,b(x ) – u-    (2) 

When we choose kernel g with the Epanechnikov profile, 

(3.7) is reduced to 

y = 
 
   

        

 
   

      
                   (3) 

By using (3), the mean shift tracking algorithm finds in the 

new frame the most similar region to the object [8]. 

 

2.2 Target Tracking Using Color-Texture Histograms[17] 

 Mean shift Tracking using Color-texture Histograms  

We use the RGB channels and the LBP patterns ex-

tracted  jointly to represent the target and embed it into the 

mean shift tracking framework. Obtain the color and texture 

distribution of the target region, to calculate the color and 

texture distribution of the target model  q̂, in which u = 
16×16×16×5( for only color distribution of target region, u = 

16×16×16). The first three dimensions (i.e. 16 ×16×16) rep-

resent the quantized bins of color channels and the fourth 

dimension (i.e. 5) is the bin of the modified LBP texture 

patterns. Similarly, the target candidate model p̂(y) is calcu-
lated. The whole tracking algorithm is summarized as fol-

lows. 

 

Input: the target model  q̂ is calculated  and its location y  in 

the previous frame. 

(1) Initialize the iteration number k ← 0. 

(2) In the current frame, calculate the distribution of the tar-

get candidate model p̂(y). 
(3) Calculate the weights *w +       

 (4) Calculate the new 

location y  of the target candidate  

(5) Let k ← k + 1, d ←  y − y ,  y ←y  . Set the thresh-

old ε and the maximum iteration number N.  ( Here  thresh-

old  is set to 0.1 and  maximum  iterations are 15)  

      If d < ε or k ≥ N Stop and go to Step 6. Otherwise Go to 

step 2. 

(6) Load the next frame as the current frame with initial lo-

cation y  and go to Step 1. 

3. TRACKING WITH BWH AND CBWH MEAN 

SHIFT ALGORITHM 

 Based on the mean shift iteration formula, the key 

to effectively exploit the background information is to de-

crease the weights of prominent background features. There-

fore, a corrected background-weighted histogram (CBWH) 

[11]is proposed to transform only the target model but not 

the target candidate model. A new formula for computing 

the pixel weights in the target candidate region is then de-

rived. The CBWH algorithm can truly reduce the interfer-

ence of background in target localization. An important ad-

vantage of the CBWH method is that it can work robustly 

even if the target model contains much background infor-

mation. Thus it reduces greatly the sensitivity of mean shift 

tracking to target initialization. In the experiments, we can 

see that even when the initial target is not well selected, the 

CBWH algorithm can still correctly track the object, which 

is hard to achieve by the usual target representation. 

 

3.1 BWH Mean Shift Tracking 

 In order to reduce the interference of salient back-

ground features in target localization, a representation model 

of background features was proposed by Comaniciu et al. 

[12,14] to select discriminative features from the target re-

gion and the target candidate region. 

 In [9], the background histogram is represented as  

*o 
 +       and it is calculated by the surrounding area of the 

target. The background region is considered to be three 

times the size of the target as suggested in [9,12].  The min-

imal non-zero value in *o 
 +         is denoted by ô

 . The 

coefficients used to define a transformation between the 

representations of target model and target candidate model 

are given below.  

 

*v  = min(ô /ô  , 1)+       

This transformation reduces the weights of those features 

with low  V  , i.e. the salient features in the background. 

Then the new target model is defined as: 

 

q̂ 
 = C v      

  k( x 
   )  δ(b(x 

 ) −  u) 

Where  

C = 
1

    
  k( x 

   )     
 v  δ(b(x 

 ) −  u) 
 

 

The new target candidate model is given as: 

 

p̂ 
 (y) = C 

 v      
   k . 

y − x 

h
  /   δ(b(x ) −  u) 

 

Where  

C 
 = 

1

    

   k . 
y − x 

h
  /    

 v  δ(b(x ) −  u) 
 

 

 The above BWH transformation aims to reduce the 
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effects of prominent background features in the target can-

didate region on the target localization. In next section, 

however, it will prove that BWH cannot achieve this goal 

because it is equivalent to the usual target representation 

under the mean shift tracking framework. 

 

3.2 CBWH Mean Shift Tracking[11] 

Equivalence of BWH representation to usual representation: 

By the mean shift iteration formula, in the target candidate 

region the weights of points (determine the convergence of 

the tracking algorithm, only when the weights of prominent 

features in the background are decreased which will reduce 

relevance of background information for target localization. 

Let’s analyze the weight changes by using the 

BWH transform. w 
    denote the weight of point x  comput-

ed by the BWH in the target candidate region. Further  

𝑤 
 = ∑√

𝑞̂ 
 

𝑝̂  
 (𝑦)

 

   

δ,(b(𝑥 ) −  u )- 

Let u  be the bin index in the feature space which corre-

sponds to point x    in the candidate region. We 

have δ(b(x ) − u ) = 1. So Eq.  can be simplified as 

𝑤 
 = √

𝑞̂  
 

𝑝̂  
 (𝑦)

 

  Substituting the above equations we have 

 

𝑤 
 = √

 C v ′  k( x 
   )  δ,(b(x 

 ) −  u )- 
    

𝐶 
 𝑣   k . 

y − x 

h
  /  δ,(b(x ) − u )-

  
   

 

 

                       

By removing the common factor v   from the numerator and 

denominator and substituting the normalization factors C 

and C  into the above equation, we have[11] 

𝑤 
 = √

′𝐶 𝐶 

𝐶𝐶 
 𝑤  

             

Where w  calculated by Eq. (3.8) is the weight of point i in 
the target candidate region using the usual representation of 

target model and target candidate model. This suggests that  

w 
   is proportional to w . Moreover, by combining mean 

shift iteration,we have 

𝑦 =
 𝑥 𝑔 𝑤 

  
   

 𝑤 𝑔 
  
   

 

    

Above equaction shows that the mean shift iteration formula 

is invariant to the scale transformation of weights. 

Therefore, BWH actually does not enhance mean shift track-

ing by transforming the representation of target model and 

target candidate model. Its result is almost same as that 

without using BWH. 

 

CBWH Algorithm[11] 

Although the idea of BWH is good, but the BWH algorithm 

does not improve the target localization. To truly achieve 

what the BWH wants to achieve, J.Ning proposed a new 

transformation method, namely the corrected BWH 

(CBWH) algorithm. In CBWH, Eq. is employed to trans-

form only the target model but not the target candidate mod-

el. That is to say, we reduce the prominent background fea-

tures only in the target model but not in the target candidate 

model 

We then define a new weight formula, 

𝑤 
  = √

𝑞̂  
 

𝑝̂  
 (𝑦)

 

 

 Therefore, we can easily obtain that, 

. 𝑤 
  = √𝑣  𝑤  

This clearly reflects the relationship between the weight 

calculated by using the usual target representation (i.e.w  ) 

and the weight calculated by exploiting the background in-

formation (i.e. w 
  ). If the color of point i in the background 

region is prominent, the corresponding value of v   is small. 

This point’s weight is decreased and its relevance for target 

localization is reduced. This will then speed up mean shift’s 

convergence towards the salient features of the target. Note 

that if we do not use the background information v   will be 

1 and  w 
   will degrade to with w   the usual target represen-

tation. 

The whole CBWH mean shift tracking algorithm is summa-

rized as follows. 

Input: the target model q̂ is calculated  and its location y  in 

the previous frame. 

(1) Initialize the iteration number k ← 0. 

(2) In the current frame, calculate the distribution of the tar-

get candidate model p̂(y) . 

(3) Calculate the weights *w 
 +       

 . 

(4) Calculate the new location y  of the target candidate. 

(5) Let k ← k + 1, d ←  y − y ,  y ←y  . Set the thresh-

old ε and the maximum iteration number N.  ( Here  thresh-

old is set to 0.1 and  maximum  iterations are 15)  

 If d < ε or k ≥ N. Calculate  *o  +       and 

 *v  +          based on tracking result of current frame.  

 Stop and go to Step 6. Otherwise Go to step 2. 

(6) Load the next frame as the current frame with initial lo-

cation y  and go to Step 1. 

4.   RESULTS AND DISCUSSION 

Several representative video sequences[19] are used to eval-

uate the CBWH mean shift method in comparison with the 

BWH based mean shift tracking, and mean shift tracking 

with usual target representation. The comparison of mean 

shift tracking, BWH based mean shift tracking and CBWH 
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based mean shift tracking is done by considering two cases 

 
Fig 1 : The position of tracker (red) and its associated ground 

truth bounding box (blue). Centroid distance is represented 

by dark blue line. Overlap is represented by Orange. 

 

Table 1: Comparison of target localization accuracies of three methods using color histogram 

Equences Mean shift BWH Mean shift CBWH Mean shift 

Normalised 

Centroid         

Distance 

 

Overlap 

Normalised 

Centroid Dis-

tance        

Overlap  Normalised 

Centroid        

Distance 

Overlap  

Table tennis 0.8900            0.8192 0.8900              0.8192 0.5543             0.8777 

Pinpang ball 2.0080            0.5632 2.0080              0.5632 1.2952             0.7024 

Basketball 0.5427            0.8741 0.5427              0.8741 0.3841             0.9201 

Face 0.5730            0.8780 0.5730              0.8780 0.3123             0.9512 

Table 2: Comparison of target localization accuracies of three methods using color-texture histogram 

Sequences Mean shift BWH Mean shift CBWH Mean shift 

Normalised 

Centroid         

Distance 

 

Overlap 

Normalised 

Centroid-

Distance        

Overlap  Normalised 

Centroid        Dis-

tance 

Overlap  

Table tennis 1.3457            0.7126 1.3457              0.7126 0.5837             1 

Pinpang ball 0.3198            0.9003 0.3198              0.9003 0.2085            0.9565 

Basketball 0.4240           0.9508 0.4240              0.9508 0.2206            1 

Face 0.7880            0.8330 0.7880              0.8330 0.4951             0.8793 

 

The Target localization accuracies for this algorithm are: 

Normalised Centroid Distance: For a tracker cantered at 

(𝑥 , 𝑦 ) and a ground truth bounding box with centre 

(𝑥  , 𝑦 ). The normalized centroid distance in terms of the 

width 𝑤  and the height    of the bounding box is given as 

 

Normalised Centroid distance = (
x − x 

w 

)  + (
y  −  y 

h 

) 

 

Overlap: The proportion of the ground truth bounding box 

that is occupied by the tracker in a given frame is another 

useful measure of the tracker’s accuracy. This metric is re-

ferred to as the overlap which is a given by 

 

Overlap=
areaCommon

areabounding box
 

 

Case 1: In the analysis of mean shift tracking using color 

histogram, RGB color model is used as feature space in all 

the experiments and it is quantized into 16×16×16 bins. The 

tracking results of all the four video sequences for color his-

togram for BWH and CBWH are shown in Fig 2.  

Table 1 show that the Comparison of target localization accu-

racies of three methods using color histogram. CBWH model 

has more accurate localization accuracy than the BWH model 

and usual mean shift model because the CBWH model truly 

exploits the background information in target localization 

with low Centroid distance and  high overlap. Table 3 show 

the average number of iterations by three methods using col-

or histogram. It can be seen that average number of iterations 

is less for CBWH compared to BWH and usual mean shift 

model. The salient features of target model are  enhanced 

while the background features are suppressed in CBWH so 

that the mean shift algorithm can more accurately locate the 

target. 

 

 

 
(a) Mean shift tracking 
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(b) BWH mean shift tracking 

 
(c) CBWH mean shift tracking 

Fig.2 Comparison of three methods using color histogram for 

pinpang ball sequence. Frames 10,24,40 are displayed. 

 

 

Table 3 Average number of iterations for different video se-

quences using color histogram 

 

Case 2: In the analysis of mean shift using color-texture his-

togram, RGB color model and LBP texture pattern are used 

as feature space in all the experiments and both are quantized 

into 16×16×16×5 bins. The tracking results of all the video 

sequences in Fig 3. Table 2 show the target localization accu-

racies of mean shift, BWH and CBWH based mean shift al-

gorithms. Table 4 show the average number of iterations by 

three methods. Figure 4 gives the plot of number of iterations 

for pinpang ball video sequence using color-texture histo-

gram. 

 
(a) Mean shift tracking 

 
(b) BWH mean shift tracking 

 
(c) CBWH mean shift tracking 

Fig 3: Comparison of three methods using color-texture his-

togram for pinpang ball sequence. Frames 10,27,39 are dis-

played.  

Table 4: Average number of iterations for different video se-

quences using color-texture histogram 

 

 
Fig 4: Plot of number of iterations for pinpang ball sequence 

using color-texture histogram 

 

5.  CONCLUSION: 

 

In this paper, mean shift tracking based on color histogram and 

color-texture histogram is analysed using three methods of ob-

ject tracking algorithm. In order to improve the target localiza-

tion and to decrease the background interference in target repre-

sentation, a background weighted histogram (BWH) and a cor-

rected BWH (CBWH) method has been analysed. The experi-

mental results validate that CBWH, not only reduces the mean 

shift iteration number but also provides improved tracking accu-

racy. Further advantage of CBWH is that it has reduced sensi-

tivity than mean shift tracking to the target initialization i.e., 

CBWH can robustly track the target even if it is not well initial-

ized. 
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