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Abstract— Machine Learning, a subset of Artificial Intelligence is very popular and emerging field of science which basically 

focus on designing the approach enabling the computer or machines to learn from the input provided or past experience. There 

are lots of application of Machine Learning in day-to-day life such as face detection and recognition, decision making in 

business forecasting, etc. It is also becoming the business subject to various giant enterprises like Amazon, Google, FaceBook, 

etc. In this paper, we have focused our discussion to some popular Supervised Machine Learning algorithms that are SVM, 

logistic regression, Multinomial Naive Bayes, KNN apart from some other supervised Machine Learning algorithms like 

Linear Regression, Linear Discriminant Analysis, Decision Tree, Random Forest, Naïve Bayes, etc. and we determine the most 

efficient classification algorithm based on the data set which is multiclass dataset. This research paper gives some clarity to the 

selection of algorithm specific to some application. And we have shown the comparative results. 
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I.  INTRODUCTION  

Machine Learning (ML) is a field of computer science that 

evolved from study of pattern recognition and computational 

learning theory in artificial intelligence (AI). 

It is the learning and building of algorithms that can learn 

and improve themselves from experience of past data and 

make predictions on data sets [1]. Today, Machine learning 

is pervasive in business industry science government in 

solving Worlds important tasks. It is a technology in 

commercial, medical, financial and scientific applications. 

Machine Learning is closely related to statistical computing, 

Natural Language Processing (NLP), Pattern Recognition 

which focuses on making decisions using computers. As in 

[2], every instance of dataset, which are used in machine 

learning algorithm is represented using same set of features. 

The nature of features of the dataset could be continuous, 

categorical or binary. In the supervised learning input 

variables as well as output variables all are known. It is based 

on the comparison of computed output and expected output 

[3]. The goal is approximate the mapping functions such that 

when you have new input data to predict the output variables 

for the data. Supervised machine learning algorithms are 

used to solve classification or regression problems. 

Unsupervised learning algorithms take input and learn some 

features from dataset when new input data it uses previously 

learned features to predict the class of the data [4]. This 

algorithm is used for clustering and feature reduction. The 

main goal of this algorithm is to learn more about the data 

find structures in data. 

Many real-time problems (Natural Language Processing, 

Pattern Recognition, classification problem, etc.) involve 

task that need to be handle in supervised manner. In section 

2, we have mainly concentrated on some of the popular 

supervised techniques like k-nearest neighbours (KNN), 

logistic regression, multinomial Naive Bayes, support vector 

machines (SVMs). Section 3, includes implementation and 

comparisons of supervised machine learning techniques 

SVM, MulNB, Log and KNN, graphical and tabular 

comparisons of training time, training accuracy, testing time 

and testing accuracy on IRIS dataset.  Section 4, contains 

result and analysis of SVM, MulNB, Log and KNN 

supervised ML algorithms. Section 5 includes conclusions of 

whole discussion about supervised ML algorithm. 

 

II. RELATED WORK  

We have focused our discussion on four algorithms: KNN, 

Log, MulNB, SVM. 

2.1 K-nearest neighbours (KNN) 
K-nearest neighbours (KNN) is most fundamental and highly 

efficient classification algorithm which falls under 

supervised learning, due to its features likes easy to use, 

requires low training time, robust to noisy training data, easy 
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to implement. But this algorithm has some shortcomings as 

computational complexity, large memory requirement for 

large dataset, „curse of dimensionality‟ can‟t be ignored and 

it also gives the equal weights to all attributes or features of 

dataset [5]. This supervised machine learning algorithm can 

be used to solve both regression and classification problems. 

A classification problem has a categorical output, such as 

“blue” or “red”, “disease” or “no disease” or “dog” or “cat”. 

A classification problem takes some conclusion from 

observed values. For given one or more inputs a 

classification model will try to predict the value of one or 

more outcomes. 

A regression problem has a real or contentious output value, 

such as “salary” or “weight”. There are many different 

techniques apart from KNN, the simplest one is the linear 

regression. Linear regression tries to fit the data with the best 

hyper plane which goes through the data points. 

Algorithm 
K-nearest neighbour (KNN) is based on the principle that the 

instance of the dataset will generally exist in close 

impendency to other instances that have similar properties. 

Figure 1 shows the pseudo code example for instance based 

learning method. 

Procedure InstanceBaseLearner (Testing Instances) 

 For each testing instance 

 { 

Find the k most nearest instance of the training set 

according to a distance metric 

Resulting class = most frequent class label of the k nearest 

instances 

} 

Figure 1: Pseudo code for instance based learners [2] 

 

Instances can be considered as data points in an n-

dimensional instance space or feature space where each of 

the n dimensions is used to describe one of the „n‟ features of 

the instances or data points. The relative distance of the 

instances can be determine using the distance metric. The 

distance metric between two instances must be minimize the 

distance between two similar classified instances.  

The distance metric must minimize the distance between two 

similar classified instances, while maximizing the distance 

between instances of different classes. There are many 

different metric have been presented, some of distance 

functions are: 

To measure the distance in feature space between two points 

A and B, the Euclidean distance function is most widely 

used. 

The normalized Euclidean metric between A and B is 

given by 

 

Where, 

 A = (X1, X2, X3, …, Xm), B = (Y1, Y2, Y3,……Ym) 

and m is the dimensionality of feature space [6]. 

Manhattan Distance 

It is the distance travelled to get from one data point to the 

other data point [7], and this distance measured along axes at 

right angles. The name indicates the Manhattan street in 

greed layout which gives the shortest path between two 

points. The equation for distance between two points is (X, 

Y) is given by 

 
Where, 

 X = (X1, X2,…,Xm), Y = (Y1,Y2,…,Ym) and m is the 

dimensional space. 

For example, filtering emails “spam” or “not spam”, 

Classification either predicts classified data or categorical 

class label based on the training data set and values in 

classifying attributes and uses in classifying new data. There 

are various classification models. Some of the classification 

models are logistic regression, decision tree, random forest, 

multilayer perceptron and Naïve Bayes. 

 

2.2 Logistic Regression (Log) 
Logistic regression also called as Sigmoid Function, is the 

appropriate regression analysis to conduct when dependent 

variable is binary or dichotomous i.e. Positive or Negative 

Class. It is the predictive modelling technique. It estimate the 

relationship between a dependent variable ( target) and an 

independent variable (predictor). This method is used when 

dependent variables are binary, tertiary, ternary and 

quaternary. It is better than statistical regression because 

simple and multiple regression analyses are used in examine 

mathematical correlation between expressive variable(s) and 

dependent variable and for implementing simple and multiple 

regression analyses in data sets, the dependent variable should 

follow normal distribution and should be singled from 

community(es) that shows a normal distribution of parametric 

type and if such conditions do not met in data sets these 

regression analyses will not be implemented but logistic 

regression can handle this situation because there no need of 

precondition such as a variance, normal distribution or 

continuous variance. The logistic Regression produces results 

in a binary (or dichotomous) format which is used to predict 

the outcome of a categorical dependent variable. So the 

outcome should be discrete/ categorical such as: True or 

False, Yes or No, Positive or Negative, High or Low, etc. 

The effects of expressive variables are estimated as 

probability on the dependent variables. According to the type 

of dependent variable there are three methods of logistic 

regression analysis[8]: 

 Binomial logistic regression (BLOGREG) 
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This logistic regression method is used when the result 

variable is in binary form like Yes or No, True or False, 

High or Low, etc. 

 Ordinal logistic regression (OLOGREG) 

This method is used when the result variable is ordinal 

(i.e. result variable should include values that are 

observed at least in three categories).These categories 

are in natural order. 

 Nominal logistic regression (NLOGREG) 

It is used when the result variable is nominal (i.e. result 

variable should include values that are observed at least 

in three categories). These categories do not have to be 

in order. 

The underlying mathematical concept of logistic regression 

is the logit which is the natural logarithm of an odds ratio. 

2.2.1 Odds 

To understand the odds we will think it as the ratio of 

probability of an event will occur to the probability that the 

event will not occur. 

 

Where p is the probability of an event occurring and  is 

the probability of the event not occurring. 

Since logistic regression estimate the probability of an event 

occurring over the probability of an event not occurring that 

is ratio of these, the effect of the independent variable is 

expressed in terms of odds. With logistic regression p and x 

(where p is response variable and x is explanatory variable) 

are modelled by the equation  p =  + . There is a problem 

with this equation which is if the value of  is very high then 

the value of p will not fall in between 0 and 1. To solve this 

issue we take the natural logarithm of odds [9]. Now we 

model the natural logarithm odds s a linear function of the 

explanatory variable: 

 

Where p is probability of interested outcome, 𝜒 is the 

explanatory variable and ⍺ and  are logistic regression 

parameters. 

To get the desired outcome, we take antilog and finally 

obtained : 

 

2.2.2 Odds ratio 

In [9][10], an odds ratio (OR) is a measurement of 

association between an exposure and an outcome. Let us 

consider two events A and B which independent to each 

other, the corresponding measuring of odds of A occurring 

relative to B occurring is given by 

 

Odds ratios are generally used in case-control studies, 

however they can also be used in cross-sectional and cohort 

study designs as well (with some correction and/or 

assumptions). Other probability based classification is 

Multinomial Naïve Bayes which sometimes gives better 

performance than logistic regression in some specific 

applications like Text Classification, etc. 

2.3 Multinomial Naïve Bayes (MulNB) 
Multinomial Naïve Bayes is very useful supervised machine 

learning technique which is variant of Naïve Bayes technique 

[11]. Naïve Bayes is also a simple classification technique 

which is based on Bayesian theorem [12].Similar to simple 

Naïve Bayes technique Multinomial Naïve Bayes is mostly 

used in text classification problems. It is used in many real-

time applications such as filtering email as „spam‟ or „non 

spam‟, speech recognition where it is called „unigram 

language model‟ [13], language detection and sentiment 

detection [14], document classification based on defined 

vocabulary, sorting emails into various folders, documents 

filtering, topic identification, etc. Generally MulNB is robust 

even when input statements are dishonoured. 

 

It is based on probabilistic technique. The way to implement 

this model or classifier are as follows [15]: 

1. Discriminating model: Main focus in this model is to 

obtain the function which calculate the class posterior 

p(y|x). As name suggest it discriminates among different 

classes given the input. 

2. Generative Model: Main focus in this model is to obtain 

class conditional density p(x|y) for each value of y, and 

also learn class priors p(y) and then by applying Bayes 

formula to obtain posterior: 

 

As we‟ve mentioned above, that Multinomial Naïve Bayes is 

based on Naïve Bayes Classifier. There are two different 

generative models commonly used in text classification. First 

model represents the document by a vector in binary 

attributes indicating whether the particular word has occurred 

in the statements provided or do not occur in the document. 

Therefore, filling the vector either by True i.e. 1 if the word 

occurs in the document or False i.e. 0 if the word do not 

occur in the document, and the second model represents the 

document by the set of word occurrences i.e. it counts the 

number of times a word occurs in the documents. 

The working of the MulNB can be simply understand by the 

following steps: 
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Figure 2: Pseudo code Multinomial Naïve Bayes [14] 

2.4 Support Vector Machines (SVMs) 
Support vector machines (SVMs), is a new and prevalent 

object (or data) classification approach emerged from 

Statistical Learning Theory (STL) [16][18] which truly fall 

under Supervised Machine Learning but some of SVMs are 

used in semi supervised machine learning [17]. It has also 

proved efficient and effective technique which is used in 

Data Mining (DM). There are various fields implementing 

SVMs for their own benefits [16][17][18]. Some of them are 

Pattern Recognition, fraud detection in credit card 

transactions, face recognition, Text classification [19], 

speech recognition, etc.; Initially SVMs were used for binary 

classification (Positive and Negative) of data points. SVMs 

had gone through so many modifications and after so many 

modifications standard version of SVMs with soft-margin 

called as C-SVM was published [16]. Now a days SVMs are 

able to distinguish among various class objects. For better 

solution, SVMs optimize „margin‟ between various data 

points of different classes in feature space (which may be of 

high dimension. There are so many modifications made in 

SVM to improve the solutions for various types of problems 

such as convex optimization problems like linear 

programming, convex quadratic programming, second order 

cone programming, semi-definite programming , bi-level 

programming, etc., non-convex problems [20] and general 

optimization problems and many modified SVMs such as v-

SVM, linear programming SVM, least squares SVM, 

proximal SVM, twin SVM, multi-kernel SVM, AUC 

maximizing SVM, localized SVM, cost sensitive SVM, 

fuzzy SVM, Crammer-Singer SVM, K-support vector 

classification regression (K-SVCR), Transductive SVM 

(TSVM) etc. But we will limit our discussion to the standard 

SVM which is C-SVM. There are three important key point 

in the working of SVM 

i. Separating Hyper Plane 

ii. principle of maximum margin 

iii. dual theory 

iv. kernel function 

Suppose we have training dataset  
T = {(x1, y1), (x2, y2), (x3, y3),…,(xn, yn)}  (R

d 
 Y)

n
, 

Where xi  R
d
, yi Y = {1, -1}, i = 1,2,3,…,n. These data 

points are mapped in feature space R
d
  Y similarly Figure 1. 

 
Figure 3:  Possible Hyperplanes 

 

Suppose we have various data points (xi, yi) belonging to two 

different class (Positive and Negative) in the feature space as 

shown in Figure 1. It is possible to draw various hyperplanes 

with the help of some data points called support vectors, 

segregating (distinguishing) both class in feature space.  

 
Figure 4:  Maximum Margin Hyperplane 

 

If we train our model with any of the hyperplane possible 

then it is possible that we will end up with inefficient model, 

predicting accurate class for some data points but wrong for 

1) Prob(C|D) = Prob(D|C) Prob(C)/Prob(D). 

2) Let T1, T2 … Tm be the sequence of lexical terms in 

D. Assume that the occurrence of a term T in the i
th

 

place of word. And D depends only on the category 

C and given C, is conditionally independent of all 

the other terms in D and of the position i. 

Therefore Prob (D|C) = Prob(T1|C)  Prob(T2|C)  … 

Prob(Tm|C). 
Where Prob(Ti|C) means the probability of term 

being in C. 

3) Estimate Prob(Ti|C) and Prob(C) using the training 

set. Prob (Ti|C) is estimated as the relative 

frequency of Ti in document of category C (number 

of occurrences of T in C)/(total number of words in 

C). 

Prob (C) is estimated as fraction of total number of 

occurrence of terms and total terms. 

4) Prob(D) is independent of the category . Calculate 

the product, 

Prob(Ci)  Prob(T1|Ci)  Prob(T2|Ci)  …  

Prob(Tm|Ci) for each category Ci and choose the 

category. Finally, it maximizes product. 

Support Vector 

Decision 

Boundary 

w.x + b = 0 

„Positive‟ 

Hyperplane 

w.x + b= 1 

„Negative‟ 

Hyperplane 

w.x + b= -1 

Maximum 

margin 
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most of the data points. So that we have to consider the 

principle of maximum margin as we have discussed above. 

For better solution, maximum margin hyperplane (i.e. 

optimal hyperplane) is selected during the training of the 

model as shown in Figure 2. 

The following equation, 

, 

represents a class of hyperplanes from which two parallel 

hyperplanes are selected which is having maximum margin 

between them as shown in Figure 2. It is easy to find the 

optimal hyperplane, when possible to linearly separate two 

classes by minimizing the square norm of separating 

hyperplane. The minimization can be found as a convex 

quadratic programming (QP) problem: 

(1) 
Once the optimal hyperplane is found, data points in feature 

space that lie on the boundry of the hyperplane is termed as 

support vector and the optimal hyperplane is obtained by 

these support vectors. 

Algorithm 

 
Figure 5:  pseudo code for SVM [2] 

 

III. IMPLEMENTATION AND COMPARISION 

3.1 Hardware Specification 
We have done our analysis on the following architecture: 

Table 1: Hardware Specification 

S. N. Specification type Description 

1. Manufacturer Apple 

2. Processor dual-core Intel Core i5 

processor with 3MB shared 

L3 cache 

3. Processor speed 2.9 GHz  

4. Memory 1866MHz LPDDR3 onboard 

memory 

5. Memory Capacity 8GB 

6. Storage Media type SSD (Solid State Drive), 

PCIe-based flash storage 

7. Storage Capacity 512GB 

3.2 Software Specification  

3.2.1 Operating System: macOS Mojave ver. 10.14.3 

3.2.2 IDE(Integrated Development Environment): 

Jupyter Notebook (ver. 5.7.0) 
3.2.3 Programming Language: Python (ver. 3.0) 
3.2.4 Dataset [21][22]: 

We have used the following dataset in our analysis 

Name: IRIS 

No. of objects = 150 

Total no. of Features/Input attributes = 4 (sepal 

length in cm, width in cm, petal length in cm and 

petal width in cm) 

No. of target Classes = 3 (0,1 and 2 for setosa, 

versicolor and virginica)  

Type of Dataset = Numerical only. 

3.3 Comparison 

 
Figure 6: Comparison of SVM, Log, MulNB, KNN based on 

training time 

 
Figure 7: Comparison of SVM, Log, MulNB, KNN based on 

accuracy 

1) Introduce positive Lagrange multipliers, one for each 

of the inequality constraints (1). This gives Lagrangian:  

 

2) Minimize LP with respect to w,  

b. This is a convex quadratic programming 

problem.  

3) In the solution, those points for which αi > 0 are called 

“support vectors”. 
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Figure 8: Comparison of SVM, Log, MulNB, KNN based on 

accuracy 

 
Figure 9: Comparison of SVM, Log, MulNB, KNN based on 

accuracy 

Table 2: Training of various algorithms in micro seconds 

No. of Object SVM Log MulNB KNN 

5 25 27 28 18 

20 33 33 32 13 

40 30 35 33 13 

60 36 46 44 13 

80 33 35 33 13 

100 34 50 38 14 

Table 3: Training accuracy of various algorithm in  Percentage 

No. of Object SVM Log MulNB KNN 

5 92.5 92.5 89 50 

20 84 84 57.5 81 

40 97.5 97.5 78 97.5 

60 97.5 97.5 58 97.5 

80 97.5 97.5 58 97.5 

100 97.5 97.5 58 97.5 

 

Table 4: Testing Time of various algorithm in  micro seconds 

No. of Object SVM Log MulNB KNN 

5 4 3.5 3 23 

10 4 3.5 3 22 

15 11 5 3.75 30 

20 3 3.5 2.5 23.5 

30 8 7 7 31 

35 5.5 3 3 23 

Table 5: Testing Accuracy of various algorithm in  Percentage 

No. of Object SVM Log MulNB KNN 

5 100 100 80 100 

10 100 100 60 100 

15 100 100 48 100 

20 100 95 50 100 

30 100 94 57 100 

35 100 92 60 100 

IV. RESULTS AND ANALYSIS 

According to our analysis as shown in Table 2 if the no. of 

objects are 20 then the training time of SVM is 33, Log is 33, 

MulNB is 32 and KNN is 13. If the no. of objects are 60 then 

the training time of SVM is 36, Log is 46, MulNB is 44, 

KNN is 13 and if the no. of object is 100 then the training 

time of SVM, Log, MulNB, KNN is 34, 50, 38 and 14 

respectively. From these premises we can say that KNN 

takes least time to train its classifier after this SVM takes less 

time to be trained. MulNB takes more time than SVM but 

less time than Log to be trained and Log takes highest time 

among all the mentioned methods. So, the order of training 

time can be represented as: 

KNN < SVM < MulNB < Log 

In Table 3, the training accuracy of various methods have 

been mentioned. The training accuracy means that how many 

object hane been used from the training data set to train the 

various classifiers. If no of objects are 20 then training 

accuracy time of SVM, Log, MulNB and KNN are 84, 84, 

57.5 and 81 respectively. if no of objects are 60 then testing 

time of SVM, Log, MulNB and KNN are 97.5, 97.5, 58 and 

97.5 respectively. if no of objects are 100 then testing time of 

SVM, Log, MulNB and KNN are 97.5, 97.5, 58 and 97.5 

respectively. Hence, we can specify the order of training 

accuracy as: 

KNN = SVM = Log > MulNB 

In Table 4, if no. of objects are 10 then testing time of SVM, 

Log, MulNB and KNN are 4, 3.5, 3 and 22 respectively. If 

no. of objects are 20 then testing time of SVM, Log, MulNB 

and KNN are 3, 3.5, 2.5 and 23.5 respectively. if no. of 

objects are 35 then testing time of SVM, Log, MulNB and 
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KNN are 5.5, 3, 3 and 23 respectively. From above 

discussion we can say that Log and MulNB are better than 

SVM and KNN for testing time, KNN takes more testing 

time than other algorithm. So, the order can be considered as: 

MulNB = Log < SVM < KNN 

In Table 5 the testing accuracy of various methods have been 

mentioned. Testing accuracy means that the percentage of 

the accurate classified data objects from the given dataset to 

test the model. If we observe the table, we can see that if the 

no. of objects is 10 then percentage testing accuracy of SVM, 

Log, MulNB and KNN are 100, 100, 60 and 100 

respectively. If the no. of objects is 20 then percentage 

testing accuracy of SVM, Log, MulNB and KNN are 100, 

95, 50 and 100 respectively. And if the no. of objects is 35 

then percentage testing accuracy SVM, Log, MulNB and 

KNN are 100, 92, 60 and 100 respectively. So, we can 

represent testing accuracy of various methods as: 

SVM = KNN > Log > MulNB 

Here SVM and KNN shows best testing accuracy. 

V. CONCLUSION 

There are various methods in supervised machine learning. It 

is very difficult to say that whether a particular method is 

better than other method. Every method works better in some 

specific type of application. The nature of problem domain 

affects the selection of ML algorithm. We have discussed 

SVM, logistic regression, Multinomial Naïve Bayes and 

KNN. The overall discussion reveals that in terms of training 

time, training accuracy, testing time and testing accuracy, the 

best algorithm is SVM. As the mentioned algorithms are 

supervised these are not able to handle the problems like 

decision making, clustering (like grouping of different 

animals), etc. 

We have used default value for various parameters like the 

n_neighbors value is 5 in the KNN algorithms which is used 

for specifying number of candidates in voting, C (inverse of 

regularization which is used for handling the overfitting of 

classifiers) value is 1.0 in Logistic Regression and SVM. We 

have used numerical type dataset having only four different 

feature. If we deal with curse of dimensionality (i.e. dataset 

having large number of features) then the performance of 

these algorithms also decreases. 

These algorithms can be modified to increase their 

performance by using Grid SearchCV. We can change the 

parameters of various algorithms to obtain better 

performance. We are trying to implement these algorithms in 

other fields like Deep learning and neural network to enhance 

their performance. 
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