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Abstract: Automated Short Answer Grading (ASAG) has been an area of active research for quite some time now. Several 

theories and implementation have come up, but a stable method, suitable for all genres of answers is yet to be standardized. 

The most accurate results for short answer grading have been found for substantially longer texts which have scope for 

information retrieval. Smaller answers however suffer on this front and have been a bottleneck of sorts. This paper presents a 

simple method to evaluate very short answers, using cosine similarity method between students‟ answers and model answers 

prepared by subject experts. The proposed method is simple, fast and easy to implement and returns scores having fair 

correlation with human evaluated scores. 
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I. INTRODUCTION 

 

Evaluating answer scripts of students is a demanding task. A 

single teacher evaluating a large number of students, may 

not always reflect the correct judgement. In countries like 

India, with teacher –student ratio being as high as 1:20 in 

technical courses [1], even the time allotted for evaluation is 

insufficient[2]. 

 

The problem is further augmented by the fact that evaluators 

differ in their approaches to evaluation and may adhere to 

self defined standards. While some may be overtly strict, 

other may be lenient, resulting in differences in scoring. 

While techniques of standardization of evaluation  using 

answer schemes or rubrics do exist, there preparation needs 

training and time [3]. Moreover, scoring rubrics, however 

detailed they may be are not always sufficient to safeguard 

the interest of the learner in the face of human inconsistency. 

The process is also time consuming and eats up resources 

which could otherwise have better uses.  

 

A solution to these problems lie in automating the process of 

answer evaluation. Computer based Assessment Systems 

(CbAS) has been an active area of development for 

sometime now.  However, the types of questions popularly 

used in CbAS used in e-learning are multiple choice types 

(MCQ's) or one with short answers [4][5]. The popularity of 

MCQ‟s may be attributed to some of its features like 

objectivity, user-friendliness, quantifiability, and as well as 

the fact that they provide scope for more effective and 

efficient feedback [6]. However, there are serious limitations 

with MCQ‟s as these fall short of mark when the learners‟ 

theoretical knowledge has to be tested[9][10]. Furthermore, 

MCQ's have the serious problem of being unable to check 

guess work. An MCQ with four options presents a one in 

four chance of 'guessing' the correct answer. This can 

effectively result in a person having 20% correct answer 

knowledge of a subject scoring 40% marks in a paper having 

MCQ's with four options [7]. 

 

Such issues of e-learning evaluation and MCQ‟s may be 

handled through the incorporation of text based evaluation. 

The current paper presents a sentence similarity based 

method for evaluation of short text based answers, otherwise 

also known as Automatic Short Answer Grading (ASAG). 

The answers handled in this paper are restricted in length to 

a maximum of three sentences, the average length of the 

answers being 70 words. While such answers may be 

classified as short answers, an ideal length for a short answer 

may be around 150-250 words, as considered by most 

universities [8][9]. A short answer, viewed from the 

perspective of evaluation has to meet the five point criteria 

[10]. These are: 

1. the question must require a response that recalls external 

knowledge instead of requiring the answer to be 

recognized from within the question.  

2. the question must require a response given in natural 

language.  

3. the answer length must be restricted. 

4. the assessment of the responses should focus on the 
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content instead of writing style.  

5. the level of openness in open-ended versus close-ended 

responses should be restricted with an objective 

question design.  

 

While the list does not explicitly specify the length of an 

answer or even a boundary to qualify as a short answer, the 

assessment needs to be focussed on content. The average 

length of the answers under consideration being 70 words, 

the short length makes the evaluation of such answers 

substantially difficult using computer based techniques as 

algorithm based discovery and extraction of knowledge 

requires a sizeable data [11]. 

 

The current work presents a method of evaluating what may 

be considered as very short answers, which are classified as 

Text-Explicit (TE) and do not require inference to be drawn 

between two or more text segments [12]. Pedagogically, 

such answers are significant as the learner is not allowed  the 

flexibility to answer elaborately and the answers evaluate 

knowledge summarization. The learner has to learn the 

defining features of an idea, present the essential concepts 

and their interrelationships and can be quick and holistically 

evaluated [13]. 

 

The paper is organized as follows. Section I contains the 

introduction to Automatic Short Answer Grading and 

Section II presents a brief review of work done for 

automated grading. Section III explains the proposed 

methodology for evaluating the text answers, while, Section 

IV reports the results of detailed experiments carried out. 

Section V concludes the paper with future directions for 

research, which is followed by references.  

 

II. RELATED WORK 

 

A comprehensive survey on the topic by Burrows et al [10] 

brings out that, “Research in grading natural language 

responses with computational methods has a history dating 

back to the early work of Page (1966)”. Over the decades, 

various approaches have added to the repository of 

evaluative techniques used on short answers for automated 

grading. These include, but are not limited to concept 

mapping, information extraction, corpus based or machine 

learning methods. 

 

The concept or facet mapping, initially proposed by Burstein 

et al[14] and later refined and/or reused by a number of 

researchers, led to some popular systems being developed. 

Information extraction, similarly led to its share of popular 

products being developed. These largely depended on 

regular expression or parse tree based pattern extraction[15]. 

 

The corpus based or machine learning methods, used 

differently by researchers like Lin [16] and  Mihalcea [17] 

among others used corpus based features and relied on the 

word distributions and its variants like n-grams or bag-of-

words. 

 

The performance of all approaches vary based on the kind of 

answer, and one solution suitable for all forms of text is yet 

to be found. While the efficacy of the proposed systems 

continue to improve for longer versions of text based 

answers, the shorter ones pose challenges, reason being 

difficulty in information, concept or facet extraction from a 

smaller corpus size. 

 

The work presented in this paper tries to bridge this gap and 

develop an evaluation technique for text based answers of 

very short length. 

 

III. METHODOLOGY 

 

The presented work, part of a bigger task, which aims at 

developing a technique to automatically evaluate text based 

answers, considers very short answers. The answers written 

by students are evaluated with respect to model answers 

created by subject experts.  

 

Data Set: 

The restriction being very short answers, the required dataset 

was created using answers by undergraduate students of 

Engineering. The total set consisted of three questions, 

posed to a group of seventeen (17) students. The answers 

had an average length of seventy (70) words and was 

evaluated by two evaluators separately, having been given 

three model answers to base their evalaution. The same 

answers were again system evaluated with respect to the 

same model answers. Table 1, lists the questions along with 

the model answers, while Table 2 shows some sample 

answers. The complete dataset has been made available 

online [18] for reference. 

 

Table 1: List of Questions and Model Answers 

Type Description 

Question 1 What is a program? 

Model Answer 1 A program is a sequence of 

instructions to solve a particular task, 

using a programming language. 

Question 2 What is an algorithm? 

Model Answer 2 An algorithm is a finite set of steps 

carried out to perform a particular task 

in a finite amount of time. 

Question 3 What is a flowchart? 

Model Answer 3 A flowchart is a diagramatic 

representation of the steps of an 

algorithm, using specific symbols. 
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Though ideally expected to be a single sentence long only, 

some answers are longer. No preprocessing was done on any 

answers and they were treated as submitted by the students. 

 

Table 2: List of Student Answers 

Question 

No. 

Student 

No. 

Answer 

1 1 A computer is a sequence of 

instructions for performing a task 

designed to solve a specific problem. 

Each program instruction is 

designed to be executable by a 

computer. 

1 2 Program is a set of controlled 

instruction which solves a problem. 

2 1 An algorithm is a step by step 

method of solving a problem. It is 

commonly used for data processing 

calculation and other related 

computer and mathematical 

operations. 

2 2 Algorithm is a sequence of 

instructions to an unambiguous 

problem in a finite steps.  

3 1 A type of diagram that represents an 

algorithm, workflow or process. 

3 2 Flowchart is a visual representation 

to a sequence of instructions to an 

unambiguous problem. 

  

Text Cosine Similarity: 

The present implementation uses cosine similarity as the 

basis of evaluating the students textual responses.  

 

Cosine similarity is a similarity measure used to cluster text 

data. It considers as similarity measure, the cosine of the 

angle between two non-zero vectors of an inner product 

space. To compute cosine similarity, the text needs to be 

converted to a vector representation. While there exists other 

popular techniques, the current work uses the basic Python 

implementation which considers term frequency for vector 

representation. 

 
Figure 1: Vector Representation of Text 

 

IV. RESULTS AND DISCUSSION 

 

Detailed experiments were carried out on the reported 

dataset with the model answers listed in Table 1, and the 

results tabulated. Considering the fact that the model 

answers are all single sentences and some student answers 

are longer, two schemes of evaluation are considered. In 

scheme 1, the individual Cosine Similarity measures of 

every sentence of student answer with every sentence of 

model answer are summed. In scheme 2, the highest Cosine 

Similarity is considered. The value is then normalised w.r.t 

to the number of sentences in MA and SA. Table 3 shows 

the performance of the proposed methodologies for Question 

No. 1.  Pearson Correlation Coefficients is used as a measure 

of correlation between  average score of two human 

evaluators and Cosine Similarity score (Scheme 1 and 

Scheme 2) of student answer and model answer,for each  the 

question.  

 

Table 3: System Performance for Question No. 1 

Student 

No. 

Eval 

1 

Eval 

2 

Avg 

(Eval 1, 

Eval 2) 

Score  

(Scheme 1) 

Score 

(Scheme 

2) 

1 1.6 1.5 1.55  1.13  1.5  

2 0.8 0.5 0.65  0.94  0.94 

3 1.6 0.5 1.05  0.88   0.88  

4 1.6 1.5 1.55  0.66  1.26  

5 1.6 0.5 1.05  0.54  0.54 

6 1.6 0.5 1.05  1.24  1.24 

7 1.6 0.5 1.05  0.5  0.5  

8 0.8 1.5  1.15  1.2 1  

9 1.6 0.25 0.925   0.74  1.48  

10 1.6 1.6 1.6  0.8  1.26  

11 1.6 1.5 1.55  1.1  1.1  

12 1.6 0.2 0.9  1.06  1.06  

13 1.6 1 1.3  1.16  1.16  

14 1.6 0.5 1.05  1.02  1.54  

15 0.4 0.1 0.25  0.8  0.8  

16 1.6 1 1.3  1.16  1.16  

17 0.8 0.5 0.65 0.8 0.8 

Figures 2, 3 and 4 shows the plots for Questions 1, 2 and 3, 

while Table 4 shows for different schemes of evaluation. 

 

 



   International Journal of Computer Sciences and Engineering                                     Vol.7(4), Apr 2019, E-ISSN: 2347-2693 

  © 2019, IJCSE All Rights Reserved                                                                                                                                        962 

 
Figure 2: Plot showing performance on Question 1 

 

Figure 3: Plot showing performance on Question 2 
 
 

Considering that every answer is a unique vector that carries 

some information, these are compared against the standard 

answers. Accuracy of the students‟ response can thereafter 

be measured based on the cosine similarity and the 

correlation returned by evaluated values. 
 

 
Figure 4: Plot showing performance on Question 3 

 

The correlation shows that the vector similarity measure of 

student answer with model answer nears the human 

evaluators. Measured against the average of two human 

evaluators the values returned show sufficient statistical 

significance for Scheme 2 of scoring as discussed above. 
 

Table 4: Pearson Correlation Coefficients 

 Q1 Q2 Q3 

 Sch1 Sch2 Sch1 Sch1 Sch2 Sch1 

Avg 

(EV1, 

EV2) 

0.2052 0.4457 0.4952 0.2052 0.4457 0.4952 

 

V.  CONCLUSION AND FUTURE SCOPE 

 

Text processing is a complex task. It becomes even more 

difficult when the knowledge content  is under 

consideration. The lack of a proper, well accepted measure 

being the primary issue, the basic structural issues of natural 

languages also play a role. The reduced size of text in this 

particular case also results in lack of information extraction 

possibilities.  

 

Nevertheless, the proposed simplistic method does 

reasonably well considering that it uses the most basic 

functions and deals with very short answers. The second 

scheme shows reasonably acceptable correlation with the 

average score of two human evaluators. The measures, 

tabulated in Table 4 reasonably substantiate the accuracy of 

the proposed method. 

 

The proposed method may further be improved through the 

use of other embedding‟s as the term frequency model also 

performs significantly better with larger corpuses which 

forms part of future work. 
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