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Abstract- Digital Signal Processing has a vast spectrum and does not end within electronics. It is the permissive technology for 

the origination, conversion, and understanding of data. The intention of this paper is to give a brief survey of curvelet transform 

for detection and analysis of signal processing. The curvelet transform is a family of mathematical appliances and overcomes 

the missing directional selectivity of wavelet transforms in images and signal analysis. The Curvelet handles curve 

discontinuities well; best spatial compare to wavelet transform to calculated stand for signals at dissimilar scales and angles. In 

order to improve the detection management, the conventional signal requires to be transformed into other field, in which the 

characteristic of the key signal is clearer. The paper is concluded with a brief discussion of curvelet transform implementations 

on digital signal processing. 
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I. INTRODUCTION 
 

All the signals in the world are analog. In olden time’s 

scientists refined systems that handle with analog signals 

and these are designed in a analog technique. i.e., they have 

used basic circuit elements like resistor, capacitor, inductor, 

diodes, transistors, etc in different sequence for the preferred 

prerequisite. The introduction of Boolean algebra and logic 

gates have realized that it is much more simple and robust to 

design digital systems, use digital signals as they consume 

less power and supply quick outcome. So they have invented 

analog to digital converter and processed all the signals in 

digital domain. The major problem is analog signals may be 

damaged due to external medium noise and there is power 

loss due to resistive and reactive elements which is certainly 

not wanted. On the other hand digital provides us with ultra 

fast processing; low power, and also we can manipulate data 

by eliminating the noise.  
  

 In applications of science and engineering, we have to 

process signals using different types of techniques. The 

analysis of electrical signals is a prime issue for numerous of 

engineers and scientists.  The benefits for conversable 

physical parameters to electrical signals are enormous. 

Several instruments are available for the study of electrical 

signals in the time, and frequency domains. The amplitude 

summary of realistic signals is frequently random. It is 

necessary to signify these signals in conditions of basic clear 

signals in organize to take out efficient signal and system 

analysis. 
 

Signal is a time varying physical phenomenon which is 

intended to convey information. Noise is also a signal, but 

the information conveyed by noise is unwanted hence it is 

considered as undesirable. The idea of signal model is to 

represent the signal via (some) model parameters.  

 

                         X (n) = sin (
   

 
 )               

                         Y (n) = cos (
   

 
 ) 

Signal model is used for signal processing, compression, 

prediction, reconstruction and understanding. The following 

figure 1.1 illustrates the graphical representation of signal: 

.  
                                                                    Figure1. Representation of Signal 

This paper is obtainable as follows. In after that section 2, describe the literature review. Section 3 presents the curvelet 

transform and finally section 4 conclude the paper. 
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II. LITERATURE REVIEW 

 

The success of wavelets saw the speedy development of a 

novel field called Signal analysis. It aims to enhance novel 

schemes for efficiently representing of scientific interest. It 

is not signify elements consisting randomly leaning edges 

and curves. It is not superior at presenting line singularities. 

The curvelet transform is a family of mathematical tools 

enthusiastically builds up new structure of signals. It 

actually overcomes the missing directional selectivity 

of wavelet transforms in images and signals. 

 

A second generation curvelet transform and selective PCA 

based face recognition method is proposed by [1]. Curvelet 

transform has better directional and edge representation 

abilities than widely used wavelet transform. It can present 

better facial features for face recognition. The image is 

break down into its curvelet sub bands at first and distinctive 

curvelet detailed sub bands are selected and cascaded to 

form a Cascaded-curve face, and then PCA (principal 

component analysis) is applied on the Cascaded-curve face 

in order to create a representative feature. The experiments 

on ORL face database indicate that the propose method is of 

higher recognition rate. 

 

 A novel approach for recognition vehicle’s system[2] This 

system is based on extracted features on the performance of 

images curvelet transform & achieving standard deviation of 

curvelet coefficients matrix in different scales & various 

orientations. K-nearest neighbor classifier is used for 

constructing the feature vector. The recognition system is 

obtained by using different scales knowledge as feature 

vector. So, we could simplify the most significant scales in 

aspect of having functional information. The outcomes of 

this test show, the accurate recognition rate of vehicle’s 

model in this recognition scheme, at the time of using the 

total scales information curvelet coefficients matrix. 

 

For identification of vehicles, Classifier is designed. 

Designing of vehicle classifier using the discrete Curvelet 

transform via wrapping to increase the efficiency of 

classifier, 3 class structures designed with respect to the 

ratio of length and width of the vehicle or person on the 

road.[3] Each Image is preprocessed with Un sharp filtering 

which provides edge details. Each sharpen Image is 

converted into binary image by applying global threshold 

with otsu’s method. Binary images are rotten using fast 

discrete Curvelet transform. The Curvelet coefficients from 

little frequency and elevated frequency component at 

diverse scale and orientations are obtained. The frequency 

coefficients used to make the feature vector matrix for every 

image. The Eigen worth of the quality matrix is used for 

dimensionality reduction. The Experiments approved out on 

diverse types of vehicle images. The outcomes of the 

classifier show the efficiency to handle the real time dataset. 

 

Brain tumors are due to abnormal growths of tissue in the 

brain. Magnetic resonance imaging (MRI) is currently an 

indispensable diagnostic imaging technique for the early 

detection of some abnormal changes in tissues and organs. It 

acquires fairly good difference resolution for dissimilar 

tissues. Although MRI can obviously supply the location 

and measurement of tumors, it is unable to categorize tumor 

types, determination of which usually requires a biopsy. 

However a biopsy is a hurting process for patients. These 

restrictions necessities development of novel analysis 

techniques that will enhance diagnostic ability. One 

promising method is texture analysis, which characterizes 

tissues to determine changes in functional characteristics of 

organs at the onset of disease [6]. 

 

A fingerprint feature extraction represents the success key of 

the fingerprint verification process. [4] Good processing of 

those features would generate a measure that reflects more 

accurately the similarity degree between the input 

fingerprint and the template. Hanene proposed a novel 

fingerprint feature extraction method based on the Curvelet 

transform to reduce the dimensionality of the fingerprint 

image and to improve the verification rate. The features 

extraction method consists of two main steps: decompose 

the fingerprint image into a set of sub-bands by the Curvelet 

transform and remove the most discriminative numerical 

features of these sub-bands. So, the proposed fingerprint 

matching method is based on the use of the possibility 

theory as a global framework, including knowledge 

representation; In order to build a possibility fingerprint 

knowledge basis to be exploited in order to make a 

fingerprint verification decision. A widespread 

investigational evaluation shows that the projected 

fingerprint verification approach is efficient in terms of 

fingerprint image demonstration and possibility verification. 

 

 In the analysis of pulp fibre, the features of pulp fibre are 

significant parameters in papermaking industry. Jianmei [5], 

presented the curvelet transform and skeleton tracing 

method based on preferential direction to analyze the paper 

pulp fibre images. The curvelet transform was developed 

based on the Fourier transform, wavelet transform and radon 

transform. It has overcome some limitations of wavelet in 

representing orientations of edges in images. The curvelet 

transform was used to investigate the pulp fibre images, and 

the diverse characteristics of each fibre were mined to 

disjoin the crisscross fibres; the crossed or furcated fibres 

were distinguished by the width information. Experiment 

results showed that the proposed algorithm obtained perfect 

effects in the analysis of pulp fibre images. 
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Table 1. Summarize of Image processing techniques based on Curvelet transform 

S. No  

Application Area 

 

Methodology 

 

Classifier/Cluster/ 

Model 

 

Results 

 

Efficiency 

1 Human Face Recognition Multi resolution analysis 

Method 

 

Principal Component 

Analysis (PCA) 

97 % Very High 

2 Vehicle’s Recognition 

System. 

Feature  Extraction 

Method 

K Nearest-Neighbor 95% High 

3 Rotation Invariance Problem Posture Classification 

Method 

Support Vector Machine 

(SVM) 

93% 

 

Moderate 

4 Hindi Character Recognition Digital Curvelet 

Transform 

K-Nearest Neighbor 

Classifier. 

90% Low 

5 Face feature extraction CSVD Algorithm Nearest Neighbor, 

Decision Rule 

95%. 

 

High 

6 Diabetic Retinopathy (DR) Digital Curvelet 

Transform (DCUT)  

Rule-based classifier 93 % Moderate 

7 Image Forgery Detection Image Forgery Detection 

Method 

LBP Normalized 

Histogram 

97 % Very High 

8 Face Verification Canonical Correlation 

Analysis (CCA) Method 

Linear Discriminant 

Analysis (LDA) 

93 %  Moderate 

9 Face Expression 

Recognition 

Max-relevance and Min-

redundancy (mRMR) 

method 

Euclidean Minimum 

Distance  

95 % High 

10 Breast  Detection  From 

Thermo grams 

Feature Extraction 

Method 

Support Vector Machine  91 %. Moderate 

11 Palm-print And Face Via 

Tensor Analysis 

Curve Tensor Approach K-Nearest Neighbour 

(KNN) 

93%  Moderate 

12 Texture Characterization Discrete Cosine 

Transform 

Nearest Neighbour 

Classifier  

87% Low 

13 Compressed Sensing(CS) Lagrangian Shrinkage 

Algorithm  

Compressive and 

optimized sampling 

93%  Moderate 

14 Human Facial Expression 

Recognition 

Local Binary 

Pattern(LBP) 

KNN 93 % Moderate 

15 Audio Visual Recognition 

over Internet Protocol 

Multi-Modal Fusion 

Scheme 

RBF neural network 91 %. Moderate   

16 Handwritten Hindi 

Character Recognition 

Diagonal feature 

extraction approach 

KNN classifier, Back 

propagation, Neural 

Network, SVM. 

90% High 

17 Vascular Tree 

Segmentation  

Vessel segmentation 

methods 

 k-means clustering 94.33%. High 

18 MRI image retrieval Feature extraction 

method 

Content Based Image 

Retrieval (CBIR) 

92% Moderate 

19 3D face identification Anthropometric Curvelet 

Fusion Face Recognition 
Euclidean distance 97%. High 

20 Rotation invariant texture 

classification 

Texture classification 

algorithm 

SVM 94% Moderate 

21 Tracking of moving objects Object tracking method Bayesian methods 92% Moderate 

22 Numeral value recognition 

system 

CT and SD algorithm KNN classifier 93% Moderate 
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The curvelet transform applied on different image and 

signal processing applications. In past we can use Fourier 

transform and Wavelet transform for solving these 

problems. But they cannot achieve efficiency in clarity and 

feature construction of different signals. 

 

III. CURVELET TRANSFORM 

 

Candes and Donoho developed a new multi scale 

transform named curvelet transform which was intended to 

represent signals and additional singularities onward 

curves much more capably than long-established 

transforms, i.e., using less coefficients for a known 

accuracy of reconstruction. Curvelet is a finest 

dimensional overview of the wavelet transform intended to 

represent signals at diverse scales and different angles. It is 

a unique member of the multi scale calculation transforms, 

whose structural elements hold the parameters of 

dimension and location, and orientation parameter more, 

which cause curvelet transform has well orientation 

characteristic. The performance of characteristic detectors 

logically very high, for this reason they complete the 

classic characteristic of the main Unit signal which is 

different from that of noise. 

 

In order to improve the finding presentation, the 

conventional signal wants to be transformed into other 

domain, in which the feature of the main Unit signal is 

extra obvious. When the exchange is orthogonal, if they 

attained non-zero coefficients of the main Unit signal after 

transformation are fewer i.e., the key Unit signal can be 

represented by less system of orthogonal functions, the 

characteristic of the key Unit signal in the new domain is 

more clear. We begin with the Curvelet transform for the 

finding of signals whose base band signals have rectangle 

cover to process the signal, which is also an orthogonal 

alteration.  The discrete curvelet transform helpful to 

represent intensity values of an image with given by the 

function f ( 1,  2),  1 = 0, 1, M1 - 1,  2 = 0, 1,..., M2 - 1, 

whose discrete Fourier transform (DFT) is 

  fˆ (m1, m2) = ∑      
    ∑       

      1,  2)  
    (m1   1/ 

M1+m2  2 / M2)  

The discrete curvelet transform is currently a disintegrate 

into the curvelet coefficients such that 

  f (m1,m2) =   1

j
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Where n= (m1, m2), s is the curvelet on level j with 

orientation l and spatial shift n. 

         jlk


|    |2

 = 1 2,y y


+    |        |2

                              

The discrete curvelet transform afford a disintegration of 

the image f into J detail levels, with Lj orientation on each 

level, and K jl,1 × K jl,2 spatial shifts for each Where n= (n1, 

n2) and s is the curvelet on level j with orientation l and 

spatial shift n. additionally, the curvelet transform 

preserves l2-norms, i.e. 

           jlk


|    |2

 = ∑          |        |2
                                  

The discrete curvelet transform provides a disintegration of 

the image f into J detail levels, with Lj orientation on every 

level, and Njl,1× K jl,2 spatial shifts for each directions. The 

curvelet s is defined through its discrete Fourier transform 

as  

  ̅jok(m1,m2)   =  Uj(m1,m2)    
    (n1m1 / K j0,1+ n2m2 / N 

j0,2)and ̅jlk  = ST 1  ̅jon         

Here, Sθ is called as shearing matrix, which shears the grid 

on which the curvelet is evaluated by an angle  l. The 

slopes defined by the angles  l are equi-spaced. vj is a 

frequency window function with compact support. 

 

This asset of curvelet transform facilitates the recovery of 

correlative information from medical images for accurate 

and efficient clinical diagnosis. Due to its improved 

directional and edge representation capability Curvelet 

transform has gained significant popularity over wavelet 

based techniques. It shows a very high degree of 

directionality and anisotropy, which let curvelet transform 

has good orientation characteristic. Therefore, curvelet 

transform is superior to wavelet in the expression of image 

edge, such as geometry characteristic of curve. Curvelet 

overcomes the limitation of wavelet in analyzing signals 

with dimension higher than 1D because it has the character 

of anisotropy. The curvelet coefficients of the background 

noise are extracted according to the signal. 

 

IV. CONCLUSION 

 

In this paper different signal processing problems are 

reviewed and studied. The intention of the paper is to give 

a brief survey of curvelet transform for detection and 

analysis of signal processing. Digital Signal Processing has 

a vast spectrum and does not end within electronics. Signal 

processing is the permissive technology for the 

transformation and interpretation of data. The curvelet 

transform is a family of mathematical tools and it 

overcomes the missing directional selectivity of wavelet 

transforms in images and signals. The Curvelet handles 

curve discontinuities well; finest dimensional intended to 

represent signals at different scales and angles. The 

performance of detection, received signals crave to be 

converted into remaining domains. The paper is finished 

with a short discussion of curvelet transform   

implementations of digital signal processing. 
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