
  © 2018, IJCSE All Rights Reserved                                                                                                                                        952 

International Journal of Computer Sciences and Engineering    Open Access 

Research Paper                                            Vol.-6, Issue-9, Sept. 2018                              E-ISSN: 2347-2693 

                 

Comparison of Texture Extraction & Segmentation of Complex Images 

using PCA_GMTD & RP-Live Wire Algorithms 

 
Pradnya A. Maturkar

1*
, M.A. Gaikwad

2
 

 
1
Dept. Electronics Engineering, RGCE, Nagpur, RTM University, Nagpur, India  

2
Dept. Electronics & Telecommunication Engineering, GHRCE, Nagpur, RTM University, Nagpur, India 

                                                                                                                       

pm_it@rediffmail.com,   Tel.: +91-97666-98985 
 

Available online at: www.ijcseonline.org  

Accepted: 24/Sept./2018, Published: 30/Sept./2018 

Abstract— In our proposed research work, the application of live-wire algorithm has been proposed to segment complex Aerial 

insulator images along with RP algorithm to extract the features of images. Firstly, Gray Level Co-occurrence Matrix (GLCM) 

is employed to extract the texture features of image by the rapid Gray Level Co-occurrence Integrated Algorithm (GLCIA). We 

have categorised extracted texture feature into two: one with the stronger discriminative ability and other with weaker ability. 

The weaker discriminative ability has optimized by using PCA & RP. Successfully segmenting the complex low contrast aerial 

images is one of the main focus of this paper.After optimization by PCA, segmentation is done by Global Minimization with 

Texture Descriptor (GMTD).After optimization by RP, segmentation is done by Live-wire. To analyze the comparative effect 

of algorithms on optimization & segmentation, we have used Brodatz dataset. We have observed that Random projection is 

computationally faster than PCA due to random selection of ‘best’ basis vector which improves the computational speed of RP. 

Live wire is use to fast segmentation as well as improves weight parameter. Our results demonstrate a 20% improvement in 

overall system speed and 10% improvement in segmentation accuracy when compared with traditional algorithms .Another 

advantage of using this technique is that the process is fully automatic thus can be used for training of machine learning and AI 

based algorithms.  

 

Keywords—GLCM,GLCIA,Segmentation,GMTD  

 

I. INTRODUCTION 

 

Image analysis involves investigation of the image data for a 

specific application. Normally, the raw data of a set of 

images is analyzed to gain insight into what is happening 

with the images and how they can be used to extract desired 

information. In image processing [1] and pattern recognition, 

feature extraction is an important step, which is a special 

form of dimensionality reduction. When the input data is too 

large to be processed and suspected to be redundant then the 

data is transformed into a reduced set of feature 

representations. The process of transforming the input data 

into a set of features is called feature extraction. Features 

often contain information relative to colour, shape, texture or 

context. Texture analysis is a significant challenge however 

due to the complexity of the textural patterns and the infinity 

of different lighting conditions that mast be taken into 

account. 

 

Many different kinds of work have been performed by 

researchers concerning texture-based feature  in various 

remote sensing applications, such as the classification of sea-

ice, the extraction of built-up areas, landform mapping and 

land-use mapping [4]–[7]. Generally, the overall quality of  

 

texture segmentation is determined by both the performance 

of texture features and that of segmentation approach .For the 

texture feature extraction, there exist various methods such 

as GLCM (Gray Level Co-Occurrence Matrix), Gabor and 

MRF (Markov Random   Fields) [4], [8].Comparative studies 

[8] among these methods demonstrated that GLCM has 

better performance for distinguishing textures. Walker [10] 

studied the multi scale property of GLCM. The main   

drawback of GLCM is its high computation complexity. 

However, it has been well solved by a rapid computational 

method of GLCIA (Gray Level Co-occurrence Integrated 

Algorithm) proposed by Clausi [10].In our proposed research 

work, GLCM is employed to extract texture features using 

GLCIA. We roughly cluster these features into two 

categories: one with stronger discriminative ability and the 

other with weaker ability. The quantities of the first category 

account for lower ratio such that the segmentation results are 

not always satisfactory although they have stronger 

discriminative ability. In contrast, the second category also 

contains valuable information concerning the low-contrast 

regions despite of their weaker discriminative ability. In 

order to obtain stable and accurate segmentation, RP is 

employed in a new way to optimize the texture features.  
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In random projection (RP) [3], the original high-dimensional 

data is projected onto a lower-dimensional subspace using a 

random matrix whose columns have unit lengths. RP has 

been found to be a computationally efficient, yet sufficiently 

accurate method for dimensionality reduction of high-

dimensional data sets. 

 

Random projection (RP) [12], [13], [15] refers to the 

technique of projecting a set of points from a high 

dimensional space to a randomly chosen low-dimensional 

subspace. The technique has been used in combinatorial 

optimization[44], information retrieval, face recognition [23], 

and machine learning [14], [16]. The information preserving 

and dimensionality reduction power of RP is firmly 

evidenced in the emerging theory of compressed sensing 

(CS) [17], [18], [19], which states that, for sparse and 

compressible signals, a small number of non-adaptive linear 

measurements in the form of random projections can capture 

most of the salient information in the signal and allow for 

perfect reconstruction of the signal. Moreover, RPs has also 

played a central role in providing feasible solutions to the 

well-known Johnson-Lindenstrauss (JL) lemma [13]. 

 

As for the segmentation [27],[31],[32],[38],[40],[43] 

approach, live- wire have been gaining great success and 

increasing interest. A review of major live-wire can be found 

in  Jian rule and et al. [28] projected associate unattended 

multi-band approach for scale parameter choice within the 

multi-scale image segmentation method that uses spectral 

angle to live the spectral homogeneity of segments. With the 

increasing scale parameter, spectral homogeneity of 

segments decreases till they match the objects within the 

world. The index of spectral homogeneity has been 

accustomed verify multiple acceptable scale parameters. The 

performance of the projected methodology was compared to 

a single-band based mostly methodology through qualitative 

visual interpretation and quantitative discrepancy measures. 

Each strategy is applied for segmenting 2 images: a fast Bird 

scene of associate populated area inside Beijing, China and a 

Woldview-2 scene of a suburb in Kashiwa, Japan. The 

projected multi-band based segmentation scale parameter 

choice methodology outperforms the single band based 

methodology with the higher recognition for numerous land 

cov.er objects in several urban landscapes. Jing Liu, Peijun 

Li and et al. [29] projected a unique image segmentation 

methodology for VHR multispectral pictures mistreatment 

combined spectral and morphological data. The strategy may 

be summarized as follows. First, a morphological spinoff 

profile has been calculated from an inventive multispectral 

image and combined with the spectral bands to quantify 

spectral-morphological characteristics of a pel, that are 

thought of as a criterion of homogeneity of neighboring 

pixels. Image segmentation was conducted employing a 

seeded region-growing procedure, that has been supported 

the seed points mechanically generated from the gradient 

image and dynamically intercalary and therefore the 

similarity between a seed pel and its neighboring pixels in 

terms of spectral morphological characteristics. The obtained 

segmentation result was more refined by a section merging 

procedure to get a final segmentation result. The projected 

methodology has been evaluated mistreatment 3 VHR 

pictures of urban and residential district areas and compared 

with 2 existing segmentation strategies, in terms of visual 

examination, quantitative analysis and indirect analysis. 

Experimental results demonstrate that the joint use of 

spectral and morphological data outperformed the 

employment of morphological data alone. Moreover, the 

projected image segmentation methodology performed 

higher than existing strategies. The projected image 

segmentation methodology was well applicable to the 

segmentation of VHR representational process over urban 

and residential district areas. Zhijian Huang and et al. [30] 

has projected the novel feature for remote sensing image 

analysis, referred to as multi-scale relative prominence 

(MsRS) feature. It had been made by modeling the method of 

feature price dynamic with scales. Firstly, the multi-scale 

observation values at every web site are obtained by 

convolved with algorithmic Gaussian filters for potency. 

Secondly, the multi-scale observation prices are compared 

with the initial value to get the relative prominence. Lastly, 

the relative prominence between multi-scales are engraft into 

one feature referred to as the MsRS. the dimensions in MsRS 

has express spatial which means that was convenient to settle 

on acceptable scale for specified object. Within the MsRS 

map, the inner of every object become additional consistent, 

whereas the distinction between object and background has 

been enlarged. The MsRS may be used as pre-processing 

step of the many applications, like segmentation. 2 state-of-

art segmentations (the mean shift and therefore the applied 

mathematics region merging) are taken into experiments and 

therefore the results proven that it brings improvement 

clearly. Zhongwu Wang and et al. [34] introduced a brand 

new automatic Region-based Image Segmentation 

algorithmic rule supported k-means agglomeration (RISA), 

specifically designed for remote sensing applications 

[26],[35],[36]. The algorithmic rule includes 5 steps: k-

means agglomeration, phase low-level formatting, seed 

generation, region growing, and region merging. RISA was 

evaluated employing a case study specializing in land-cover 

classification for 2 sites: associate agricultural space within 

the Republic of African nation and a territorial dominion in 

city, CA. High spatial resolution SPOT five and fast Bird 

satellite representational process were utilized in the case 

study. RISA generated extremely homogenous regions 

supported visual examination. The land-cover classification 

mistreatment the RISA-derived image segments resulted in 

higher accuracy than the classifications mistreatment the 

image segments derived from the Definiens package 

(eCognition) and original image pixels together with a 

minimum-distance classifier. Quantitative segmentation 
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quality assessment mistreatment 2 object metrics showed 

RISA-derived segments with success delineate the reference 

objects. Xueliang Zhang and et al. [37] projected a 

Boundary-Constrained Multi-Scale Segmentation (BCMS) 

methodology. Firstly, adjacent pixels are aggregate to get 

initial segmentation consistent with the native best region 

growing strategy. Then, the Region contiguity Graph (RAG) 

was designed supported initial segmentation. Finally, the 

native mutual best region merging strategy has been applied 

on RAG to provide multi-scale segmentation results. 

Throughout the region merging method, a Step-Wise Scale 

Parameter (SWSP) strategy has been projected to provide 

boundary-constrained multi-scale segmentation results. 

Moreover, so as to enhance the accuracy of object 

boundaries, the property of edge strength was introduced as a 

merging criterion. a group of high spatial resolution remote 

sensing pictures was utilized in the experiment, e.g., Quick 

Bird, Worldview, and aerial image, to judge the effectiveness 

of the projected methodology. The segmentation results of 

BCMS were compared with those of the industrial image 

analysis package eCognition. The experiment shows that 

BCMS will manufacture nested multi-scale segmentations 

with correct and swish boundaries that prove the strength of 

the projected methodology. Xueliang Zhang and et al. [39] 

projected a hybrid region merging (HRM) methodology to 

phase high resolution remote sensing pictures. HRM 

integrates the benefits of global-oriented and local-oriented 

region merging methods into a unified framework. The 

globally most-similar try of regions was accustomed verify 

the place to begin of a growing region, that provides a 

sublime thanks to avoid the matter of place to begin 

assignment and to reinforce the optimization ability for local-

oriented region merging. Throughout the region growing 

procedure, the merging iterations are strained inside the 

native locality, so the segmentation was accelerated and may 

mirror the native context, as compared with the global-

oriented methodology. a group of high-resolution remote 

sensing pictures has been accustomed check the effectiveness 

of the HRM methodology, and 3 region based remote 

sensing image segmentation strategies were adopted for 

comparison, together with the hierarchical stepwise 

optimization (HSWO) methodology, the local-mutual best 

region merging (LMM) methodology, and therefore the multi 

resolution segmentation (MRS) methodology embedded in 

eCognition Developer package. Each the supervised analysis 

and visual assessment show that HRM performs higher than 

HSWO and LMM by combining each their blessings. The 

segmentation results of HRM and MRS were visually 

comparable, however HRM will describe objects as single 

regions higher than MRS, and therefore the supervised and 

unattended analysis results more prove the prevalence of 

HRM. Jianyu bird genus and et al. [41] projected a brand 

new approach to multi scale segmentation of satellite 

multispectral representational process mistreatment edge 

data. The cagey edge detector was applied to perform 

multispectral edge detection. The detected edge options were 

then used in a very multi scale segmentation loop, and 

therefore the merge procedure for adjacent image objects has 

been controlled by a disconnectedness criterion that mixes 

edge data with segmentation scale. The importance of the 

sting was measured by adjacent partitioned off regions to 

perform edge assessment. The current methodology has 

supported a half-partition structure that was composed of 3 

steps: single edge detection, separated pel grouping, and vital 

feature calculation. The spectral distance of the half 

partitions separated by the sting was calculated, compared, 

and integrated into the sting data. The results show that the 

projected approach works well on satellite [33] multispectral 

pictures of a coastal space. 

 

II. FEATURE EXTRACTION & SEGMENTATION OF 

PROPOSED WORK 

 

Texture feature of complex images has extracted using 

GLCIA. Extracted feature has been clustered into two 

categories by k-mean. After clustering, texture features with 

weaker discrimination is optimized by PCA and then by RP 

[25] which we proposed here. Segmentation has been done 

by GMTD and then by Live-wire which we proposed here. 

Compare the result PCA_GMTD [2] and proposed RP_live-

wire using Brodatz dataset.  

 

A. Proposed Random projection for feature selection 

The weak feature set consists of features which are not 

variant enough in order to describe the different textures of 

the input image, and thus must be modified in order to be 

selected. Random projections and random subspace methods 

are very simple and computationally efficient techniques to 

reduce dimensionality for learning from high dimensional 

data. Since high dimensional data tends to be prevalent in 

many domains. Random projections 

(RP)[3],[15],[16],[17]are motivated by their proven ability to 

preserve inter-point distances. By contrary, the random 

selection of features (RF) appears to be a heuristic, which 

nevertheless exhibits good performance in previous studies. 

We find that RP[12],[13],[14],[24],[25] tends to perform 

better than RF in terms of the classification accuracy in small 

sample settings , although RF is surprisingly good as well in 

many cases. Random Projections [21],[22],[23] is a very 

simple yet powerful technique for dimensionality reduction. 

In this method the data is projected on to a random subspace, 

which preserves the approximate Euclidean distances 

between all pairs of points after the projection. 

 

The Johnson Lindenstrauss lemma (JLL) guarantees that for 

a set of N points in p  dimensions there is a linear 

transformation to a q  dimensional random subspace that 

preserves the Euclidean distances between any two data 

points up to a factor of 1 e  if the number of projected 



   International Journal of Computer Sciences and Engineering                                     Vol.6(9), Sept. 2018, E-ISSN: 2347-2693 

  © 2018, IJCSE All Rights Reserved                                                                                                                                        955 

dimensions 
2

(log )
n

q
e

  where e  is a small constant such 

that 0 1e  . This result implies that the original 

dimensionality is irrelevant as far as the distance preservation 

is concerned. What matters is the number of points that get 

projected and the accuracy with which we want to preserve 

the distances. An important thing to note is that the bounds 

provided by Johnson-Lindenstrauss are rather loose, and in 

practice the number of dimensions to project to in order to 

preserve the relevant distances may be much lower. The 

original result of Johnson & Lindenstrauss was an existence 

result that did not say how to get the linear transform. Later 

work by Dasgupta has shown that certain random matrices 

fulfil the JLL guarantee with high probability, and there are 

several ways to generate a random projection matrix. The 

method used in this work is to generate a random matrix with 

Gaussian entries. There are certain properties of this matrix, 

which may help us intuitively understand this: Any two rows 

in the random projection matrix are approximately 

orthogonal to each other, and have approximately the same 

length. In essence the random projection is an approximate 

Isometry. Thus, there is no need to normalize the vector to 

unit length or to orthogonalise the random projection matrix 

in practice. 

 

The following are the steps to reduce the dimensionality of 

the data by random projections: 

Suppose that we have a data set 1, 2,{X X ......X }nX   where 

each data point is a p  dimensional vector such that iX is a 

subset of Rp   and we need to reduce the data to a q  

dimensional space such 1 q p   that, 

 Arrange the data into a p n  matrix where p  is the 

dimensionality of the data and n  is the number of data 

points 

 Generate a q p  random projection matrix R* using the 

MATLAB randn ( q , p ) function. 

 Multiply the random projection matrix with the original 

data in order to project the data down into a random 

projection space 

 

Thus we can see that transforming the data to a random 

projection space is a simple matrix multiplication with the 

guarantees of distance preservation. Hence, the random 

projection technique is much more efficient than PCA with a 

run time complexity of only O (pqn). To summarize, we can 

say that the RP[3][18][19][20] technique, selects random 

features from the weak feature set, and normalizes them 

between the values 0 and 1. These normalized feature sets 

are then equally divided into values ranging from 0 to 1 in 

the interval of 1/m, where m is the number of randomly 

selected features. These values are then assigned to each of 

the randomly selected features, and then the features are de-

normalized by multiplying them with the max value of the 

given feature. This process ensures that the feature values are 

evenly separated, and have good variance as compared to the 

previously weak features Thus by passing the weak features 

to this technique; we are able to obtain a feature reduced set 

which contains only strong features. These sets are then 

given to the live wire algorithm for segmentation. 

B. Flow chart of proposed work. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Overall flow of the system 

 

C. Proposed Live-Wire segmentation algorithm 

Both the strong and the weak features are given to the live 

wire algorithm. The live wire algorithm works in the 

following steps, 

 The input image is converted into a hyper complex 

representation using a quaternion function 

 The pixels of this converted image are evaluated for 

entropy 

Input images 

Step1: Extract feature map by 

GLCIA 

Step 2: cluster feature maps into 

two by K means 

Stronger 

Discriminative 

feature  

Weaker 

discriminative 

feature 

Step3: optimize feature 
maps by PCA & 

segmentation By GMTD 
(considering SDA feature 

also) 

Step4: optimize feature 
maps by RP & 

segmentation by live-

wire(considering SDA 
feature also) 

  Compare  
PCA -GMTD 

& RP-live-

wire 
 

        

Result 
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 Pixels with highest entropy are selected and a resultant 

image is formed 

 This image is iterated N times into a Gaussian filter 

unit in order to smoothen the image 

 The smooth image is given to a border cut block in 

order to obtain sharp borders for the segmented image 

 This sharp image is again smoothened using Gaussian 

filter to obtain a final live wire image mask 

 

The resultant live wire image mask is multiplied with the 

input image in order to get the final live wire image Livewire 

is a graph-based method for interactive image segmentation. 

This necessitates the generation of an undirected weighted-

graph W from an input image. Any n-dimensional image can 

be represented as an undirected graph. The graph nodes 

represent the image pixels. The edges represent the 

connections/relationships between the neighbouring pixels. 

We use a 4-connectivity model where every pixel is 

connected to four of its closest neighbouring pixels, that is, 

the top, and bottom, left and right pixels. Subsequently, we 

assign the weights to the graph edges. The weights assigned 

are a function of the edge strength between two pixels. More 

specifically, for each pixel ,i jp  image derivatives/gradients 

xG  and yG  are calculated along the horizontal and the 

vertical directions, such that, 

, 1,x i j i jG p p                     (1) 

, , 1y i j i jG p p         (2) 

The magnitude G and direction  of the gradient are 

calculated using normal Cartesian to polar conversion 

formula as follows, 

2 22 ( ) ( )x yG G G                  (3) 

1 y

x

G
tan

G
                     (4) 

 

The orientation   calculated from the Equation 4 is normal 

to the image edge. Since, the objective of a Livewire 

algorithm is to follow along an image edge/boundary; 

therefore, the recovered directional vector   is rotated 

through ninety degrees to align with the edge. We will refer 

to the re-aligned vector a a for the current project, we 

followed the convention of rotating the vector   clockwise. 

An anti-clockwise rotation yields the same results. The re-

aligned vector a  may have any orientation between 0 

degrees and 360 degrees with reference to the horizontal. On 

the other hand, the edges connecting a pixel ,i jp  with its 

neighbours occur only along the orientations of 0, 90, 180 

and 270 degrees, therefore, the re-oriented gradient vector 

with the orientation a  and magnitude G is decomposed to 

its horizontal and vertical components a
xG  and a

yG  . These 

components are shown in the Equations 5 and 6, 

cosa a
xG G           (5) 

sina a
yG G           (6) 

The inverse of these components a
xG  and a

yG  are assigned as 

the edge weights xW  and yW  in the cost graph W . The 

inverse is calculated so that the strongest edges in the image 

have lowest cost in W, and vice versa. 

1
x a

x

W
G

                        (7) 

1
y a

y

W
G

                         (8) 

 

The process is repeated for all the pixels in an image. Given 

an undirected weight graph W , the goal of Livewire is to 

find the strongest edge between two user specified control 

points kC and 1kC  . The stronger the edge strength in the 

image I, the lower its weight in W, therefore, the task of 

finding the strongest edge between points kC  and 1kC   is the 

same as finding the lowest cost path (i.e., the shortest path) 

between the nodes representing the fore-mentioned control 

points in the graph W. We use the Dijkstra’s algorithm for 

finding this path. Therefore, given an ordered set of control 

points 1C , 2C , 3C , ... kC , ... nC , a connected curve can be 

generated by finding the shortest path between all pairs of 

neighbouring control points, that is, a set of n points would 

generate a set of 1n   paths. These paths are connected 

together to generate the resultant curve. The generated curve 

may or may not be closed. The goal of an image 

segmentation algorithm is to generate a closed delineating 

curve which separates the foreground and the background 

pixels. This generates a closed curve and also outputs the 

final resultant image from the given input image under test. 

This resultant live wire image is then compared in terms of 

features from the strong and weaker feature sets, and 

matching of every feature set is obtained. The feature sets of 

the input image which matches the stronger feature sets of 

the live wire image are selected and produced at the output, 

while the other feature sets which do not match the live wire 

image are masked out of the output image. This obtained 

output image is then compared with a standard segmented 

image in order to evaluate the accuracy of segmentation. The 

proposed live wire based segmentation algorithm has many 

advantages.  

 

III. EXPERIMENTAL RESULT 

 

We first implemented PCA with the GMTD [2],[26] 

segmentation algorithm and compared it with random 

projection technique, and obtained the following results for 

multiple types of images[42] from Brodatz dataset. 
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Figure 1. (a). Output with PCA+GMTD 

      

 
Figure 1.( b). Output with  RP+GMTD 

 

For simple textures, random projection  gives better number 

of segments, and thus should be used when the textures are 

simple enough. 

 
Figure 2.( a). Output with PCA+GMTD 

 
Figure 2.(b). Output with RP+GMTD 

For single object textures, random projection gives same 

number of segments when compared with RP and GMTD, 

and thus for single objects both methods are equally capable 

of producing good results. 

 
Figure 3. (a). Output with PCA+GMTD 

 

 
Figure 3.( b). Output with  RP+GMTD  

 

For multiple textures, random projection when combined 

with PCA gives same number of segments when compared 

with RP and GMTD, and thus for multiple textures both 

methods are equally capable of producing good results 

           
Figure 4. (a). Output with  PCA+GMTD 

 

 
Figure 4.( b). Output with RP+GMTD  

 

For single object textures, random projection when combined 

with PCA gives better number of segments as compared to 



   International Journal of Computer Sciences and Engineering                                     Vol.6(9), Sept. 2018, E-ISSN: 2347-2693 

  © 2018, IJCSE All Rights Reserved                                                                                                                                        958 

PCA with GMTD, and thus RP should be used when there is 

single object segmentation problem. 

We evaluated the results for the proposed algorithm, and 

obtained the following outputs, 

 
Figure 5. Live wire with simple textures 

 

In simple texture cases, the proposed algorithm produces the 

region of interest which contains the unique texture at the 

output, and thus can be considered as a good segmentation 

technique. 

 
Figure 6. Live wire with Single texture object 

 

For single texture objects, the results obtained from the LW 

algorithm are astonishing. It carefully segments out the 

region of interest from the input image and produces the final 

segmented regions at the output. Smaller details are also 

included, like in figure 6, we can observe that the overall 

petals of the flower are segmented out along with the minor 

up right and bottom left regions from the image under test. 

 

 
Figure 7. Live wire with Multiple complex textures 

 

Complex textures are also detected and the key points are 

extracted at the output with the LW algorithm 

 
Figure 8. Live wire with single object 

 

Single object detection is also done with good accuracy in 

the live wire algorithm. The single object detection output 

shows promising results by segmenting out the proper region 

of interest from the input images. 

 

By these comparisons we are able to conclude that our 

segmentation results are visually more appealing than the 

other standard methods. We also evaluated the delay and 

precision of the proposed system, and compared it with the 

existing standard algorithms. The results can be shown as 

follows. 

 

Table 1. Comparison of delay between various methods 
Image 

Type 

No. of 

images 

Delay 

RP+GMTD 

(s) 

Delay 

PCA+GMTD  

(s) 

Delay 

Proposed 

RP+LW 

(s) 

Single 

Texture 

10 2.665 3.871 2.247 

Single 

object 

15 2.854 3.913 2.258 

Complex 

Texture 

20 3.374 4.895 2.618 

Object of 

interest 

30 2.514 3.227 1.952 

 

The following graph demonstrates the results in a more 

visually recognizable format, 

 
Figure 8. Delay graph 
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From the delay graph it is very clear that the live wire 

algorithm reduces the delay of computation when compared 

with the other algorithms, this is due to the fact that the live 

wire technique has a faster feature extraction method namely 

random projection, and due to the bounding curve properties 

of the LW algorithm, it takes less time to parse the images 

and thereby reduces the overall delay for image 

segmentation. Next we compare the precision of the 

proposed live wire algorithm with the same techniques and 

observe it's results. 

The following table demonstrates the precision of 

segmentation between different algorithms,   

          

   Table 2. Comparison of precision for various algorithms 

Image 

Type 

No. of 

images 

Precision 

PCA+GMTD 

(%) 

Precision 

RP + 

GMTD 

(%) 

Precision 

Proposed 

RP+LW 

(%) 

Single 

Texture 

10 78.2 81.5 87.6 

Single 

object 

15 88.4 89.1 91.8 

Complex 

Texture 

20 77.9 80.2 90.7 

Object of 

interest 

30 83.6 87.4 95.2 

 

The number of correct pixels presented at the output is 

calculated by finding the intersection between the output 

segmented image and the ground truth image, and the 

number of pixels found in the intersection are marked at 

number of correct pixels presented at the output, and then it 

is divided by the total number of corrected pixels to finally 

get the precision value. The precision graph can be shown as 

follows, 

 
Figure 9. Precision graph 

 

The improvement in precision is shown by the following 

figure, where the proposed precision is kept as a reference 

and the other precision values are compared with it, the 

figure clearly indicates that the proposed precision value is 

much higher when compared to the other standard methods, 

which is also seen by the results, 

 
Figure 10. Comparative precision values 

 

The next section picks out some very interesting 

observations and also shows some possible future work 

which can be performed by researchers to further improve 

the segmentation quality. 

 

IV. CONCLUSION 

 

In our proposed research work, the application of live-wire 

algorithm has been proposed to segment complex Aerial 

insulator images along with RP algorithm to extract the 

features of images. It contains two aspects: the optimization 

of texture features and segmentation. We first divide the 

extracted texture features into two categories: one with the 

stronger discriminative ability and the other with weaker 

ability. Random projection is partially employed to optimize 

the second category to better distinguish the different texture 

objects having low contrast. Then, live wire is use to fast 

segmentation as well as improves weight parameter. In 

addition, two fast methods of GLCIA and dual formulation 

have been adopted to speed up the computation of the 

GLCM based texture features and to overcome the 

drawbacks of the usual gradient descent flow methods, 

respectively. The proposed technique will solve the problems 

of improve weight parameter and feature extraction with RP. 

From result we conclude following findings- 

 Better texture extraction than other technique like 

PCA,MRF 

 Random projection is computationally faster than PCA 

due to random selection of ‘best’ basis vector which 

improves the computational speed of RP. 

 Improve weight parameter which leads to improve 

segmentation. 

 Expecting fast segmentation because of RP_live wire 

algorithms. 

 Live-Wire segmentation algorithm is an interactive tool 

for efficient, accurate and reproducible boundary 

extraction which requires minimal user input 
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V. FUTURE SCOPE 

 

In future, researchers can implement machine learning and 

artificial intelligence based algorithms like Q-Learning, 

Reinforcement learning and deepness in order to further 

improves the accuracy of precision and reduces the error rate 

in the system. Researchers may also try for parallel 

processing and pipelining techniques and  multi-processor 

hardware implementation using FPGAs or ASICs 
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