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Abstract—Massive amount of information in form of text is available on internet. To get useful or important information from 

this massive amount of information is tough and tedious task. One can get important information by creating summary. Manual 

creation of summary is again a tough task. Hence research community is developing new approaches for creating automatic 

summaries; these approaches are called automatic text summarization. There are number of text summarization techniques 

available, some of them lack with quality of summary and some of them lacks in user specific needs of summary. This paper 

discusses the architecture for extractive type of text summarization that uses hybrid genetic fuzzy system. The goal of this 

paper is to give idea about effectiveness of Genetic algorithm and fuzzy logic system together to create good summary. 
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I.  INTRODUCTION  

In today’s fast intensifying world of information, text 

summarization [1] is very essential and useful tool for 

understanding text information. There is a lot of text material 

and documents available on the internet which provides 

information in large volume than requirement, and creates 

the situation [2] called “infobesity‟. To select important 

information from large amount of information and different 

sources is difficult for human beings. Due to the volume of 

information, to manually summarize information is really 

challenging and complicated task. 

 

The aim of automatic text summarization is to reduce the 

source text into a compact form which will defend contents 

and general meaning of source information, and also 

minimizes reading time and efforts. [2] 

 

Text summarization can be categorized into two categories: 

Extractive and Abstractive. Extractive text summarization [3] 

uses statistical and linguistic features to select important 

paragraphs, lines and words from source text for creation of 

summary where as abstractive text summarization [4][5] 

examines and understands the main concept of source text by 

using linguistic methods and then finds some other notions 

that can best describe the underlying concept. It then uses the 

new notions to create summary. 

 

This paper introduces a hybrid approach for text 

summarization which uses genetic algorithm and fuzzy logic 

system [6] for text summarization. 

 

This paper is divided in five sections, section I describes 

introduction, section II describes linguistic features used for 

text summarization. Section III describes related work. 

Section IV shows that how the source text is summarized 

using hybrid genetic fuzzy system and in Section V we 

concluded paper. 

 

II. LINGUISTIC FEATURES USED FOR TEXT 

SUMMARIZATION  

Some features to be considered for summary are [3][7][8] 

 

A. Title word feature:  

The source texts Sentences which contains words that are 

similar to the title word are indicating the concept of the 

document. Such sentences are having higher chances to get 

included into summary.  

B.  Content word (Keyword) feature:  

Content words or Keywords are generally nouns. They can 

be determined using term frequency - inverse document 

frequency (tf-idf) method[9]. Sentences which contain 

keywords are of greater chances to get included into 

summary.  

C. Sentence Length feature:  

Very large and very short sentences are not considered in 

summary. So they are having lesser chances to get selected 

for summary. 

D. Sentence position feature:  

Sentence position feature is very important from the point of 

view of abstractive text summarization. Usually first and/or 
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last sentence of first and/or last paragraph of a source text 

document are additional important and are having higher 

chances to get included into summary.  

E. Proper Noun feature:  

Proper noun can be name of an entity, name of place and 

name of any concept etc. so the Sentences containing proper 

nouns are having more chances to get included into 

summary.  

F. Biased Word Feature:  

Biased list is list of predefined words & it may contain words 

based on the domain. If a word appearing in a sentence is 

from biased list of words, then that sentence is important.  

G. Sentence-to-Sentence Cohesion:  

For each sentence of document, similarity between any two 

sentences “s1” and each other sentence “s2” of the document 

is calculated. By summation of all those similarity values, 

raw value of this feature can be obtained for a specific 

sentence. The process is repeated for all the sentences. 

H. Thematic word:  

The terms that occur more frequently in source text are more 

related to the concept of source document 

III. RELATED WORK 

A.  Term frequency- inverse document frequency(TF-IDF) 

based method: 

In TF-IDF a Bag-of-words model at sentence level, with the 

usual weighted term-frequency and inverse sentence 

frequency [9], the   sentence-frequency is considered as the 

number of sentences in the document that contain the term 

present in query. Scores to the sentence vectors are assigned 

by similarity to the query and the sentences with highest 

scores are considered as part of the summary. 

B.  Clustering based method: 

This method is consists of two steps [10]. First sentences are 

clustered and then important sentences are defined and 

extracted based on each cluster. 

C. Graph theoretic method: 

This method considers each sentence as a node of undirected 

graph [11]. Any one node is connected to the other node with 

edge if they share some common words. So different topics 

can be identified by looking different sub graphs of 

document which are covered in the document. Identification 

of important sentences to be included in summary can be 

determined by cardinality of the node. The node with high 

cardinality represents important statement. Cardinality of 

node is number of edges connected to the node. 

D.  Neural network based method: 

A neural network is given training to study the features of 

sentences that can be selected in the summary of the source 

document for news article [12]. Then the neural network is 

modified to simplify and join the related features noticeable 

in summary sentences. Finally, the modified neural network 

is used as a filter for creating summaries of source news 

articles. 

E. Lexical chain based method: 

Lexical chain based method[13] creates summary does not 

requiring complete semantic understanding , it uses linguistic 

analysis and semantically related terms are accepted & 

created the lexical chains of them, from those chains strong 

chains are identified and then important sentences are 

extracted from them. 

F. Fuzzy logic based method:  

This method considers each features of a text such as 

sentence length, similarity to key word and others as the 

input of fuzzy system[3][14]. Fuzzy Rules required for 

summarization are created and stored in the knowledge base 

of system. Then, a value between zero to one is obtained for 

each sentence in the output based on sentence characteristics 

and the available rules in the knowledge base. The obtained 

value as an output decides the importance of the sentence for 

the final summary. The input membership function for each 

feature is divided into three membership functions which are 

composed of insignificant values (low L), very low (VL), 

medium (M), significant values (High h) and very high (VH). 

The important sentences are extracted using IF-THEN rules 

according to the feature criteria. Text summarization based 

on fuzzy logic system architecture [6] design usually 

implicates selecting fuzzy rules and membership function. 

The fuzzy logic system consists of four components: 

fuzzifier, inference engine, defuzzifier, and the fuzzy 

knowledge base. In the fuzzifier, crisp inputs are translated 

into linguistic values using a membership function to be used 

to the input linguistic variables. After fuzzification, the 

inference engine uses rules of rule base containing fuzzy 

IFTHEN rules to obtain the linguistic values. Finally the 

output linguistic variables from the inference are converted 

to the final crisp values by the defuzzifier using membership 

function for representing the final sentence score. 

 

G. MEAD:  

MEAD [15] is platform for multi-lingual summarization and 

evaluation. Summarization algorithms such as position-

based, centroid-based, largest common subsequence and 

keywords are used in MEAD. It first converts documents in 

to MEAD’s internal format which is XML. Then numbers of 

features are extracted for each sentence of the grouped to 

create a combine score for each sentence. Then these scores 

can be further distinguished after considering possible cross-

sentence dependencies like recurring sentences, sequential 

ordering, source preferences etc. 

 

IV. ARCHITECTURE FOR HYBRID GENETIC FUZZY 

SYSTEM FOR TEXT SUMMARIZATION 

This Architecture is made up of two steps. 
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A. Pre processing of text:  

Preprocessing of text includes stop word removal, 

tokenization and stemming for each sentence of the source 

document. Stop word removal removes most commonly used 

words not relevant to document like ‘a’, ‘the’ etc from the 

text. In tokenization each word of text is divided into tokens. 

Stemming finds the root or base word for each token by 

removing prefixes and suffixes. 

 

B. Processing of text:  

In processing of text, score of each feature mentioned in 

section I are obtained for each sentence of the text. Each 

feature has a value ranging from 0 to 1. Processing uses 

hybrid system of Genetic algorithm and Fuzzy System.  

 
Fig.1.Architecture of Hybrid genetic Fuzzy system for text summarization 

 

Genetic algorithm (GA): Feature score (described in section 

II) of each sentence are used as an input to Genetic algorithm 

which optimizes input features. Number of input features can 

be reduced by using GA. Reduction of input features can be 

helpful in minimizing processing time and efforts of Fuzzy 

system. GA mutates and alters the candidate solution and try 

to provide better solution. Each candidate solution is 

represented in form of chromosome.  

 

 
Fig.2. sample chromosome for representing sentence as candidate solution 

 

Evolution process starts with initial population. Population 

generated in each evaluation is called generation. For each 

evaluation the following steps are performed until some 

termination criteria τ met. τ can be defined as per domain 

specific needs. i). crossover and mutation operation is 

performed on parent chromosomes results in two child 

chromosomes to be added into population. ii). Based on 

selection criteria some chromosomes from population are 

passed to fitness function. iii). Fitness function selects some 

of the good features to be taken into next generation. Fitness 

function can be defined as per user specific needs, for 

example features with values greater than 0.8 are fit and are 

passed to fuzzy system.  

 
Fig.3. process of Genetic algorithm for selecting feature with good scores  

 

Fuzzy logic system: The features along with their scores that 

are obtained as output of genetic algorithm are passed to 

fuzzy system. Fuzzy system is made up of fuzzifier, 

inference engine, Rule base and Defuzzifier[6]. Fuzzifier 

converts the feature scores into fuzzy values, for this purpose 

it uses some membership function. Fuzzy sets can be created 

by considering minimum and maximum values of features. 

We can use three (HIGH,MEDIUM,LOW) or five(VERY 

HIGH,HIGH,MEDIUM,LOW,VERY LOW) fuzzy sets. 

Each feature along with fuzzy set is given as an input to 

inference engine. Inference engine gives output which is 

based on rules written in rule base. Rule base consist of set if 

IF…THEN rules. IF…then rules are written such that they 

compare scores of features with fuzzy sets. The sample rule 

looks like “IF (TitleWord is VH) and (Content Word is H) 

and (Sentence Length is H) and (SentencePosition is H) and 

(ProperNoun is H) and (BiasedWord is H) and 

(ThematicWord is VH) and (Sentence-to-Sentence Cohesion 

is H) “ THEN (Sentence is important to be included in 

summary.)  These rules are used by Inference engine to 

decide whether the statement is important or not. Dufuzzifier 

generates summary after rules of rule base are executed and 

aggregates the output of each rule to generate summary. 

 
Fig.4. Process of Fuzzy system for selecting Sentences for summary 
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V. CONCLUSION 

In this architecture, use of genetic algorithm is helpful in 

filtering sentences with good feature score and only selected 

sentences are passes to fitness function. The list of features 

given by GA as output, are passed Fuzzy Logic System to 

create summary. 
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