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Abstract— With the use of deep learning networks image processing tasks has improved due to the development of learning 

feature illustration from images. Generally, in the real world scenario, these images available to classify is prone to noise and 

other deformities. According to many types of research in the past, the deep neural networks (DNNs) are found effective for 

image classification problems, but they suffer from the same real-life problem of noise and other deformities in an image. 

Noise is common occurrences in real life situations and many studies have been carried out in the past few decades with the 

purpose to remove the effect of noise in the image data.  In this paper, the aim was to examine the DNN-based improved noisy 

image classification model. We have used a hybrid of denoising autoencoder, convolutional denoising autoencoder then using a 

classifier which is a combination of two different architectures one is Convolutional Neural Network (CNN) and the other is 

extreme Gradient Boosting (XGBOOST).  This technique gives progressively better outcome by incorporating CNN as a 

trainable element for feature extraction from the image in input and XGBoost used as an identifier at the last stage of the model 

for outcomes. 
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I.  INTRODUCTION  

 

Development in the area of feature learning by means of 

deep machine learning approaches has improved the 

performance of image processing tasks in the last few 

decades, like image classification, retrieving the projected 

underlying information from images etc. With the capability 

to replicate latent features from image data using their deep 

layer-wise architecture gain, deep neural networks (DNN) 

has the potential to classify patterns. Considering smart 

image classification approaches, the significant research 

directions is the model based on neural network. 

Theoretically deep neural networks can estimate complex 

function and efficiently decipher the problems of 

classification. On the other hand, due to the model 

complication, high cost and training difficulty, this kind of 

structure hardly obtain very effective use. Convolutional 

neural network (CNN) [1-3], [4] is a ranked feature 

extracting variant of DNNs, which has outperformed as 

compared to the other image classification algorithms. The 

convolution layer and the pooling [5] layers keep possession 

of the resultant position of the features. This makes the CNN 

allow preserving an improved representation of the input 

data. There is advancement in image classification researches 

and still classification problem is the focus of researches 

because the complexity and variety of image data. CNN has  

 

been known as the most effective tool for feature extraction, 

however out-dated classifiers connected to CNN does not 

completely understand the features extracted from image. A 

new way out to the image classification problem is an 

integrated learning algorithm eXtreme Gradient Boosting 

(XGBoost) [6] based on GB This method achieves precise 

classification outcomes through iterative computation of frail 

classifiers. The XGBoost is applied commonly [7, 8, 9] since 

its high efficiency and precision. 

 

On the other hand, execution of all such DNNs for the task of 

image processing particularly classification of image is 

inhibited because the original real life data is contaminated 

by different noises. DNNs require good pre-processed data 

for a good classification, at the time when these networks are 

in training. A noise result in poor classification output as the 

DNNs learning is affected. Several researches over image 

denoising have been conducted in recent years. Many studies 

had been performed to achieve noise reduction based on the 

foundation of partial differential equation centred models 

[10-12]. Denoising is also achieved by using wavelets as a 

variation of domain-transformation technique [13] and also 

implemented scant coding methods [14-16]. Deep 

architecture based mechanisms are effectively employed by 

the researchers for image denoising [17], [18]. CNN is used 

for denoising images in Jain et al. [19], which achieves 
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superior as compared to wavelets even after utilizing a minor 

sample of image for training. The application of basic multi-

layer perception (MLP) it is also proved analogous efficiency 

as compared to the earlier approaches could be attained in 

[20] Burger et al. Different types of model autoencoders are 

tested for elimination of noise from the input images and 

some of these approaches have extremely overtook old-style 

noise reduction tools. In [21] V. et al. introduced a de-

noising auto-encoder (DAE) that is trained to rebuild original 

noise free input image from the noise damaged input noisy 

images and  it was done via degrading the original image 

data with different types of noise in the course of learning 

period of the model. Motivated by the above proofs the main 

reason for the mentioned study was to create a classifier that 

is using supervised training. The classifier display improved 

performance for the noisy image classification problem and 

therefore explores the de-noising autoencoder (DAE) along 

with the convolutional de-noising autoencoder (CDAE) and 

incorporation of the two models i.e. CNN and XGBoost as 

the performance of these two, XGBoost and CNN is 

excellent in image classification. A hybrid of above methods 

is used to create a supervised classifier to improve the image 

classification result. Initially a DAE and a CDAE is trained 

in which for the output label are the noise free original 

images. This stage will be used to rebuild original images 

from noisy images at the input. For classification purpose the 

CNN-XGBoost is trained with unadulterated images. 

 

The method for DAE – CDAE – CNN - XGBoost neural 

network configuration:  The DAE, CDAE, CNN and 

XGBoost are cascaded in series. This design is created by 

using a DAE for noise elimination in fed noisy image data 

which is then fed to a CDAE for the purpose of improved 

illustration for the reassembled images and then the CNN-

XGBoost model as a classifier for image classification. This 

approach offers superior outcome with heavy noise as the 

noisy input picture is being clarified using a DAE. Then this 

filtered image is fed to CDAE. In this stage image is further 

denoised and rebuilt by the CDAE. These reconstructed 

images after CDAE are superior fit for the classification 

model i.e. CNN-XGBoost classification model since CDAE 

rebuild the input images using additional characteristic data 

as it is in the original image at input and since rebuilding was 

achieved onto filtered reconstructed image having a reduced 

amount of noise. It provides more accurate output since CNN 

is used as trainable element for feature extraction which 

spontaneously provides different features and at the top level 

XGBoost is used as a recognizer to generate outcomes. This 

exceptional hybrid CNN-XGBoost model promises great 

consistency of classification and also features extraction. 

Experimental results prove of the instance that, this method 

outputs reasonable results and also outperform some other 

current methods for noisy image classification.  

 

II. METHODOLOGY 

 

In real world scenario imperfections like distortion other 

factors in image affects image classification task. Many 

methods based on neural network are under study for 

tackling noise and its effectiveness is genuinely impressive. 

In the following section it is explained the methods used for 

image rebuilding with the help of autoencoders and the 

classification method with CNN-XGBoost model. 

 

2.1 Convolutional Neural Network 

At the University of Toronto, Canada a group of Professors 

led by Yann LeCun proposed Convolutional neural network 

(CNN) which they applied for image acknowledgement and 

classification purpose of dataset consisting of manually 

written numeral images [22]. The network comprises a 

combination of eight different layers. Single input layer, dual 

convolution layers which achieve local features from input 

image and dual sub-sampling layers which is a mapping 

layer used for pooling operation and is also used for 

concluding the subordinate abstraction and 3 fully connected 

layers and one last output layer. The computational 

complexity of LeNet-5 structure of CNN is high therefore to 

reduce it, a simplified version is used which contains a single 

input layer i.e. (Input), dual Convolution Stages, dual Sub-

sampling followed by the fully connected stage and at the 

end is the output layer (Outcome). In case of two-

dimensional data the performance of CNN is great since it is 

a type of multi layered neural networks. In CNN, application 

of digital filtering method is used at each layer for the feature 

extraction of the witnessed data. Therefore data is 

transmitted over all of the several layers of the system. CNNs 

layer wise diagram is demonstrated in Fig.1.  

 
Fig.1. Convolutional neural network architecture 

 

Representation of each numeral (from 0- 9) in the output 

layer can be done by certain neurons. For the specific input 

corresponding neuron at the output become one (1) and rest 

of the neuron at output stays zero (0). While training process 

the weights of the hidden and output layers along with 

systems kernel are continually improved for many epochs up 

to preferred precision is achieved. 

 

2.2 De-noising Auto-encoder  

Autoencoder is a type of neural network model which has 3-

stage design which gives output similar as the input image. 

The Denoising auto-encoder (DAE) is an extension of the 

original auto-encoder including some stochastic additions for 
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its ability to rebuild input original image from its distorted 

form. Deterministic distribution is used for manually adding 

noise to the input image. Initially DAE overlooks distortion 

in the noisy image spontaneously by way of forecasting 

degraded value in it. After this the DAE rebuilds the actual 

image by filtering the distortion. So, DAE proves to acquire 

the capability to create desirable feature illustration for the 

classifiers. Following architecture is of DAE; shown in Fig. 

2. 

 
Fig.2 Denoising Auto-encoder architecture 

 

Back-propagation (BP) is used which causes the weights 

between layers to update. The input to the DAE is noise 

added image of size 28x28 and it attempts to rebuild a 

disturbance free original image from it. The procedure 

consists of 3 steps; the input features are first encoded to 

hidden unit features and then rebuilds it to noise free form.  

  

2.3 Convolutional Denoising Autoencoder 

The traditional auto-encoders differ from convolutional auto-

encoder (CDAE), CDAE [23] distributes the neurons weights 

amongst every input data’s locations and by means of doing 

this it preserves the spatial locality. Therefore the rebuilding 

process is carried out through using necessary image areas in 

a linear arrangement which is constructed on latent code. 

Only one bias is used for every latent map for making all the 

filters dedicated on the structures of complete input image 

and the rebuilding is performed using back propagation 

method along with the de-convolution using entire shape of 

the image. At the times of testing period when given a noisy 

input in the following system it could rebuild distortion less 

image from it. For the output label original image data is 

used during the training period so that the weights of the 

kernel and further contributing factors can update 

accordingly. The architecture of the CDAE is shown in the 

following Fig. 3. 

 

 
Fig. 3 Convolutional Denoising Autoencoder architecture 

 

2.4 CNN-XGBoost Model 

Initially normalization of the image at the input is done then 

transfers it to first layer of the CNN model i.e. the input 

layer. BP algorithm is used for training CNN for numerous 

times so that for image classification it can achieve suitable 

configuration. After training, the last layer of CNN i.e. the 

output layer which is a soft-max classifier is substituted by 

XGBoost and makes use of all the trainable structures of the 

CNN model used for training. Then above mentioned CNN-

XGBoost [24] classification method gives improved 

classification outcomes for the testing dataset. Combining 

the two outstanding classifiers is useful as it can acquire 

features of the image at the input and delivers further 

accurate image classification outcomes. A CNN-XGBoost 

representation is given in the following Fig. 4. 

 
Fig. 4 CNN-XGBoost architecture 

 

2.5 DAE-CDAE-CNN-XGBoost 

The denoising and convolutional approach is combined in 

this proposed model DAE-CDAE-CNN-XGBoost for 

rebuilding original image as of noisy image. Input of DAE is 

fed with noisy image which is filtered and given to the next 

stage that is CDAE [25] [26]. The CDAE reconstruct the 

image removing additional noise which is then given to the 

final CNN-XGBoost classifier. In CNN-XGBoost the 

features are extracted in the CNN and XGBoost uses it to 

classify more accurately. The complete architecture is shown 

in the following Fig. 5. 

 

 
Fig. 5 Architectural block diagram of DAE-CDAE-CNN-

XGBOOST 
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This is a three stage classifier which uses supervised learning 

for training. The first stage is DAE which is cascades to the 

second stage i.e. CDAE. Noise reduction is performed in the 

two stages and then lastly hybrid of CNN-XGBoost is used 

as an image classifier. The main purpose to implement this 

structure is to improve the precision for the classification of 

noisy image and this is done using improved reconstruction 

of the distorted image i.e. providing improved feature having 

minimum distortion. In the initial stage the weight of DAE’s 

all layers i.e. input layer, hidden layer and the output layer 

are adjusted using the previously trained DAE’s weight 

values. At stage 1 Reconstruction of the natural noise free 

image from its distorted form by DAE is performed and 

outcome generated is the reassembled image having reduced 

distortion as compared to the noisy image at input layer. The 

intermediary output which was reassembled is given at the 

input of stage 2 i.e. CDAE for additional reduction of 

distortion in image. CDAE delivers superior rebuilding as 

compared to DAE for noisy image problems. Since the 

images applied to CDAEs input are with reduced distortion 

as compared to the initial noisy image at stage 1 input, the 

model recreates superior intermediary image illustration for 

classification stage. 

 

2.6 Database Description 

The selected database in this paper is a very well established 

database for models used for image classification. MNIST is 

a manually written digital numeral image database that is 

widespread, that means it is suitable for comparative study 

with other methods. MNIST are handwritten 0-9 black and 

white image database which includes 60,000 training images 

and 10,000 testing pictures. Many recent studies used this 

dataset and also various studies considered it as its basic 

source of its database. The dataset has an extensive variety of 

diverse numeral images which accommodates 70000 sample 

images as per different persons rehearsing characteristic 

writing styles. 60,000 training images are generated by 

manually written numerals with the help of around 250 

persons. Some images in dataset are shown in following Fig. 

6.   

 
Fig. 6 Handwritten Numbers Samples (MNIST Dataset) 

 

III. RESULTS AND DISCUSSION 

 

For verification about the enhancement and efficiency of the 

aforementioned method, comparison is carried out with the 

traditional ones on MNIST database. Evaluation of current 

method for effectiveness we compare it with other 

classification results of different approaches on MNIST 

database. The noise elimination as well as classification 

outcome has been examined on the dataset mentioned above. 

MNIST dataset i.e. 60000 samples used for training and 

10000 testing images are reserved. Equal distribution of 

samples is done for 10 classes. This coupled insightful deep 

learning hybrid model DAE-CDAE-CNN-XGBoost 

architecture is for the heavily noisy images. The model is 

represented in Python Jupiter Notebook. The study has 

arranged on Windows 10 laptop (CPU: 8th Gen Intel Core i7 

@ 1.99 GHz, GPU: 4 GB and RAM: 8 GB). Fig. 7 represents 

the output reconstructed image by the noise elimination at 

stage 1 and 2 that is DAE and CDAE respectively.  

 
Fig.7 Examples of the output reconstructed image at stage 1 

and 2 

 

Original images of the dataset undergo pre-processing and do 

not contain noise. For the evaluation of the model’s 

performance on realistic environment i.e. noisy environment, 

manually noise is introduced to the input image data. This is 

done by adding Gaussian and gamma noise with the dataset 

resulting corruption in the data by randomly shutting the 

pixels. Hybrid arrangement consisting DAE-CDAE are 

observed and the result clearly states that the reconstruction 

is improved as compared to only DAE or only CDAE. This 

hybrid model does not require more tuning as the two stages 

are already used to rebuild. At the start of training the testing 

dataset precision is somewhat lesser as expected but as the 

iteration value reached expected from these types of systems 

for learning, the recognition precision will improve for 

testing datasets rapidly. Comparison of classification’s rate 

of accuracy of suggested model with other traditional 
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classification models is done and model suggested in this 

paper has higher classification accuracy. Confusion matrix of 

the proposed model tested on 10,000 testing dataset 

examples with 80% noisy image for 200 epochs is shown in 

Table I. Result shown is for the proposed model in this study. 

 

 
 

IV. CONCLUSION AND FUTURE SCOPE  

 

The real life images in actual form will consist no noise is 

highly impossible. Entirely studies are designed to work on 

pre-processed data for the classification problem this way 

they give good performance. In such model if the real life raw 

data with noise is fed to the model which is trained in 

supervised pre-processed data, it fails drastically. So series of 

auto encoder models are applied before the classification 

stage in such a way that the image noise reduced. This will 

help the classifier to improve its performance on noisy 

dataset. In classifiers, CNN is outstanding in performance for 

the image classification problem but by merging CNN model 

and XGBoost model it gives a classifier that delivers 

additional accurate results. The role of CNN is that it is used 

as a trainable information extractor which spontaneously 

acquires information from incoming images such that at the 

CNN models topmost level XGBoost is applied as a 

recognizer to generate improved outputs. The experimental 

results reveal that this method achieves improved result as 

compared with traditional CNN on the same database. There 

are still scopes for further developments in the architecture for 

better performance.  

 

Future work should be focused on improving the CNN 

organization for the further extraction of the improved quality 

structures and speedy conjunction of the cost function. It can 

be done by altering the optimization methods for the 

improvement of the classification outcome and the effects of 

training. 
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