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Abstract — The enlargement in development of web 2.0 and web enabled devices smacked huge user generated data hence 

attracted many researchers in the past years in the field of social media mining. The focal point in mining social media is for 

obtaining the important decision making opinions, attitudes, sentiments, and emotions. This paper uses naïve bayes algorithm 

to classify the sentiments and polarity of the tweets of Bengaluru traffic in detail with the help of opinion lexicon through R 

studio. The tweets on Bengaluru traffic are first accessed from twitter through streaming API, then preprocessed and functions 

containing naïve bayes classifier is used to classify the tweets into emotions and polarity, through classify emotions and 

classify polarity functions. Classify emotions functions makes use of naïve bayes algorithm for classifying the emotions into 

seven categories such as anger, disgust, fear, joy, sadness, surprise, and best fit. Classify polarity function receives two 

arguments, cleaned tweets and naïve bayes algorithm for classifying the polarity into positive sentiment and negative 

sentiment. The results are represented through plots in R studio. 
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I.  INTRODUCTION  

Social media is vastly maneuvered in the era of internet [1]. 

Data generated from these social networking sites are large 

[2] and can be used for marketing, prediction, or sentiment 

analysis [3]. Social media mining is attracting larger business 

segment and researchers due to its rapid growth of data size 

and people interest [4]. Opinion mining and sentiment 

analysis mainly focuses on what people feel and think about 

products, persons, services, and business entities [5] [6]. 

These opinions contributes important role in decision making 

process in any organization or business segment. 

Social media mining is obtaining functional information 

from the user missive. Social media mining is gravitated 

research topic which attracted many researchers because of 

the elevation of number of users in social media sites, 

whereas sentiments of the users are simply speculated from 

their shares, likes, and clicks. Individual’s sentiments like 

positive or negative helps in making major decisions with 

regard to product and services by empowering the customer 

to share their view point [7]. 

Micro blogging sites has become conveniently way of 

expressing opinions of the users [8]. Twitter is one of the 

famous micro blogging website [9] [10] [11] where users 

express their opinions easily. Twitter daily generates 200 

million tweets on various topics [12]. Sentiment analysis on 

twitter data provides real time monitoring of users feelings 

[13]. The objective of this research work is to extract tweets 

online from twitter streaming API, preprocess and analyze 

their sentiments through naïve bayes classifier in R studio. 

The comprehended results will be represented via plots in R 

studio. 

The paper is organized as follows. Section II related works 

are discussed. Section III gives the methodology of the work 

constituted. In section IV conclusion and recommendations is 

discussed. 

A. Social Media 

Social media is an internet based communication aid which 

enables people to share facts, news, data, and information. 

The term social media can be better understood by defining 

social and media. Social implies relating to the society, 

connecting with the people and disbursing time to build and 
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enhance the relationships, media implies aid for information 

transmission like newspaper, TV, radio, Internet so on., here 

emphasis is internet as social media is an electronic podium 

for fraternizing people. 

It is an effective technique to spread information and express 

sentiments. Examples of social media sites are Twitter, 

Facebook, YouTube, LinkedIn, Digg etc. Recent 

advancements of cellular phones [14] and internet 

development lead into the situations of tranquil access to 

social networking sites anytime [15], hence the sharing of 

views from micro aspects to macro aspects increased 

gradually, people developed phubbing leading mass data 

production online every second, whereas these data can be 

excavated to produce useful information. 

B. Data Mining 

Data mining is a Step in KDD process for analyzing data and 

producing specific patterns. Data mining is one of the major 

fields, which is attracting many researchers due its large 

applications and challenges. The research on data mining has 

produced successfully innumerable tools, algorithms for 

solve real-world problems. Data mining on social networking 

sites has been most attracted research topics [16]. 

Data mining research has successfully produced numerous 

methods, tools, and algorithms for handling large amounts of 

data to solve real-world problems. The Figure 1 shows the 

different steps involved in data mining process. 

Data mining is excavating the large set of raw data in 

pursuance of useful knowledge, which has different stages 

such as 

• Data cleaning 

• Data integration 

• Data selection 

• Data transformation 

• Data mining 

• Patter evaluation 

• Knowledge presentation 

 

Figure 1: Data Mining Process 

C. R Programming 

D R was created by Ross Ihaka and Robert Gentleman. R is 

powerful, effective statistical tool. It is open-source and 

implemented in the language S. R has adopted Object 

oriented principle polymorphism. R provides flexibility to 

work with programming languages like Java, Python, C/C++ 

and databases such as ODBC, MySql and Packages like 

SAS. R contains 7000+ packages which can be imported.  

II. RELATED WORK   

Sentiment analysis in social media has enchanted many 

researchers’ from past few years [17]. Sentiment analysis 

extracts opinions from the user tweets [18]. There are several 

researchers pivoted their attentions on social media mining 

through experimenting various tools [19]. David Zimbra et al 

[20] presented the research work in brand related twitter 

sentiment analysis through feature engineering and dynamic 

architecture for Artificial neural network, which addressed 

the challenges related to twitter language and sentiment 

expressions which was very essential to identify the 

sentiments of the tweets. They referred to the star bucks 

brand related tweets for processing, they conducted two sets 

of experiment, five-class and three-class tweet sentiment 

classification. They used rule based approach, which yielded 

accuracies above 80% in both five-class and three-class tweet 

mild sentiment classification compared to Chinese algorithm 

from the different  

Huma Parveen et al [21] worked on Sentiment Analysis on 

Twitter Data set using Naïve Bayes Algorithm, they have 

used Hadoop framework for movie data set preprocessing 

from twitter. Reviews, comments, and feedback were the 

attributes focused upon. They results were presented as 

positive, negative, and neutral sentiments about the data set. 

Their methodology involved the following tasks.  

The data was collected through twitter API and stored in 

HDFS ( Hadoop Distributed File System ),  preprocessed, 

SentiWordNet dictionary was downloaded, both dataset and 

SentiWordNet was fed to mapper, naïve bayes  algorithm 

was split into two phases, map and reduce phase. 

The map phase contained two major tasks.  

First, produce a hash map for replenishment of polarity of the 

tweets.  

Secondly, exercise the overall polarity of the tweets through 

naïve bayes algorithm.  

The reduce phase detected the polarity on positive, negative, 

extreme positive, extreme negative, and neutral and output 

was displayed on HDFS. 
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Mondher Bouazizi et al [22] contributed significant work on 

Sentiment Analysis: from Binary to Multi-Class 

Classification, A pattern-based approach for multi-class 

sentiment analysis in twitter. The research work focused on 

classifying the sentiments from binary (positive and 

negative) to seven-class classification (happiness, sadness, 

anger, love, hate, sarcasm, and neutral).  Random Forest 

classifier is used for the proposed work. They generated 

results of multi-class are compared with binary classification 

and ternary classification. F-measure is used to compare the 

accuracy between binary, ternary and multi-class 

classifications. Finally confusion matrix is used to represent 

the multi-class classification values. 

Neetu M S et al [23] presented the work on Sentiment 

Analysis in Twitter using Machine Learning Techniques, 

which comprised of naïve bayes, SVM, maximum entropy, 

and ensemble classifier for sentiment classification in 

Matlab. The performance of these classifiers were shown in 

the table, naïve bayes had better precision compared to other 

three classifiers, but slightly lesser accuracy and recall. 

III. METHODOLOGY 

The statistical package R Studio is used for data collection 

and proposed work. The data from twitter is collected 

through twitter streaming API by establishing secure 

authorization. R Studio served as fast, powerful, and 

effective tool for data collection and text preprocessing. Data 

preprocessing involved the major task of removing noise 

such as detaching user mentions, special characters, hashtags, 

and URL’s. Once the data is cleaned simple naïve nayes 

algorithm with the help of sentiment package in R is applied 

to evaluate the sentiments of the tweets into emotions and 

polarity, through classify emotions and classify polarity 

functions, where classify emotions function is shown in the 

figure 4. Classify emotions functions makes use of naïve 

bayes algorithm for classifying the emotions into seven 

categories such as anger, disgust, fear, joy, sadness, surprise, 

and best fit. Classify polarity function receives two 

arguments, cleaned tweets and naïve bayes algorithm for 

classifying the polarity into positive sentiment and negative 

sentiment. The results are represented through plots in R 

studio as shown in figure 7. The figure 5 represents lexicon 

with each word having a different adjective. Figure 6 shows 

the implementation of classify emotion and classify polarity 

functions in the R studio. The flow of the work is represented 

in the figure 2. Naïve bayes, Maximum entropy, SVM, and 

ensemble classifier are the other data mining techniques 

available for classification of tweets in sentiment analysis, 

though naïve bayes is simple classifier it gives better 

precision and accuracy [24][25] compared to other classifiers 

and vastly used in the sentiment analysis. 

 

 

Figure 2: Sentiment Analysis of Bengaluru Traffic 

A. Data Set 

The data set used is obtained from twitter streaming API on 

bengaluru traffic, 2000 tweets were requested but streaming 

API returned 725 tweets, the number of tweets the API 

returns based on the tweets tweeted on the twitter, for some 

experiments the streaming API has also returned nearly 2000 

tweets. Every user tweets contains 140 characters of length, 

which comprises of text, hashtag, a shortened URL, 

username along with video or image as shown in the figure 3. 

Generally tweet contains the metadata about the tweet, when, 

who sent so on. However, the twitter has doubled the size of 

user tweet from 140 to 280 recently. 

 

Figure 3: A sample tweet 

Profile Picture: Every twitter user may or may not have a 

profile picture, this appears first on the tweet. 

User name: Username starts with @ symbol. Users are 

identified with username. In the above Figure 1 the user 

name is @Moto_IND 

Hash tag: Hash tags starts with # sign and used to organize 

the updates for twitter search engines.  

Retweet: Retweet is used to mention that user is posting 

someone else post. It is abbreviated as RT, the format is RT 

@username, and here the username is twitter name of the 

person who’s retweeted. 
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Tweet: Tweet is twitter update, user’s space to share his 

thoughts or messages and so on 

The Table 1 refers to the sample tweets downloaded from 

online through Twitter streaming API. 

TABLE1: USER TWEETS 

@sampad @Satyajeet Full disclosure required. If Delhi kills 

you by pollution Bangalore kills you by traffic. 

@nagraik_arzoo I arrived 15 days back and I already see the 

difference in traffic between Delhi and Bangalore. 

@HithendrarR Absurd demand! Trust Bangalore Traffic 

police will not buckle to the pressure but book violators 

#Bangalore traffic is so bad even google maps is giving up! 

@simpleharish once I reached from Delhi to Bangalore on a 

flight by 730 pm or so and reached home at 11 midnight 

B. Naïve bayes 

Naïve bayes is a probabilistic algorithms with probability 

theory and bayes’ theorem to predict the type of sample like 

customer review, sentiment of the product so on. 

Probabilistic indicating for a given sample the calculation 

takes place, category with the highest one is given as output 

based on bayes theorem, which describes the probability on 

prior knowledge of conditions that is related to the feature. 

Positive, negative words, and tweets from the twitter classes 

are computed through probability based on bayes theorem. 

Despite naïve bayes being the simplest probabilistic classifier 

algorithm it generates astonishing results. 

 

Figure 4: Classify_emotion function 

 

Figure 5: lexicon with every word categorized as positive 

and negative 

Figure 6: Functions implementing classify_emotion and 
classify_polarity 

IV. RESULTS AND DISCUSSION 

The figure 7 shows the results of emotion categories, the 

number of tweets obtained matched with the opinion lexicon 

through classify emotion function using naïve bayes and 
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found that many expressed different emotions, which is 

categorised such as anger, disgust, fear, joy, sadness, and 

surprise. The graph shows the emotion joy as elevated 

emotion, but when compared to other similar emotions such 

as anger, disgust, fear, sadness, surprise, the expression joy 

remains lesser count indicating people are not happy with the 

traffic situation in the Bengaluru.. The Figure 8 illustrates 

how tweets are polarized into positive, negative, pos/negative 

and best fit, where as positive polarity turns to be more 

compared to negative due to the more positive keywords 

even though emotions expressed are negative. 

 

Figure 7: Plot representing the sentiments of tweets 

 

 

Figure 8: Output of Class Polarity function 

V.  CONCLUSION 

The classification of tweets into positive, negative and 

various emotions was carried out through R Studio which is 

an open source and free IDE. Sentiments of tweets is 

estimated through simple naïve bayes algorithm, the data set 

on Bengaluru city traffic is used. R is a constructive tool for 

data analysis. Even though there are great evolutions in 

machine learning algorithms in the last few years, it is 

proven that naïve bayes is not only simple, but fast, reliable 

and accurate. 
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