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Abstract— Fraud detection in credit card transactions have become mandatory for the financial services industry due to the 

huge levels of automations observed in the industry. This work presents a Feature Augmentation based Boosted Ensemble 

(FABE) for credit card fraud detection on huge data. The proposed model integrates two major components; feature 

augmentation and ensemble creation. Feature augmentation phase performs feature reduction, feature transformation and 

feature engineering. Feature reduction aids in effective elimination of unnecessary features, while feature transformation and 

feature engineering aids in creation of new features that can aid in better predictions. The ensemble creation phase models a 

boosted ensemble using Decision Trees. Multiple training data bags are created, and multiple base learners are created. The 

learner with highest weight and lowest error levels is iteratively modelled and used as the final learner. Experiments were 

performed and comparisons with existing models in literature exhibit the high-performance levels of the proposed FABE 

model. 
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I.  INTRODUCTION  

 

Big data has become a vital part of the current scenario due 

to the increase adoption levels of online based systems. Such 

huge increase in the amount of data poses several unique 

challenges [1] in fields that require analysis of such huge 

data. Most real-time data processing applications are 

currently facing this issue, hence processing Big Data has 

become a domain in itself. Credit Card Fraud Detection 

(CCFD) is one of the major use case and has a huge 

requirement for Big Data processing models that operate in 

real-time [2]. The huge volume and velocity at which the 

transactions are generated poses a huge challenge for the 

prediction models. Significance is to be provided for all 

transactions irrespective of the transaction value. Both high 

and low valued transactions are to be provided with the same 

significance, as fraudsters usually check with the low valued 

transactions before moving to high valued transactions [3]. 

Several other issues form major components of credit card 

transaction data. They are data imbalance and noise [4]. 

Further, the credit card transactions, being dictated by human 

behavior, are also affected by concept drift [5]. 

 

The problem of anomaly detection in credit card transaction 

is usually modelled as a supervised learning problem. 

Machine learning has been the go-to solution for such 

decision-making problems. The process of classification 

identifies rules that partition data into sub-sections that 

involves decisions, which in turn divides them and finally 

completes by predicting any one of the existing classes [6]. 

The credit card fraud detection problem can be modelled in 

several ways even in the supervised context. The two broad 

categories are models specifically build for the data [7] and 

models extending generic models [8,9] to perform 

classification. However, in the current context such simple 

extensions were found to be insufficient. Currently the data is 

more complex, as human interaction is the only process that 

can generate a credit card transaction and human interactions 

tend to be complex. The generated transactions tend to get 

more complex, as more customers are involved. Hence 

simple and single machine learning models are not sufficient 

to perform this process. It becomes mandatory to move 

towards techniques that utilizes multiple or more complex 

models like ensembles or deep learning systems. 

 

This work proposes an ensemble model that can effectively 

aid in credit card fraud detection on huge transaction data. 

The proposed model is composed of two major components. 

The feature augmentation component is used to effectively 

reduce unnecessary features and include all the necessary 

features. The ensemble modelling component creates a 

boosted ensemble for the detection process. Experiments 

show improvements in performances both in terms of 

predicting anomalies and normal data. 
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This paper is structured as follows: Section 2 presents the 

related literature for credit card fraud detection, section 3 

presents the FABE model, section 4 presents the results and 

compares it with existing model and section 5 presents 

conclusion and further research directions. 

 

II. RELATED WORKS 

Anomaly detection in credit card transactions has witnessed a 

huge change in the processing methodology in recent years 

due to the increase in the amount of data being processed. 

This section discusses some of the most recent works in this 

domain. 

 

A subsampling based anomaly detection model, specifically 

designed for anomaly detection in Big data was proposed by 

Vaughan [10]. This is a stochastic stage-wise operating 

model that uses data clustering and elimination as a part of 

the operating component. An ensemble based model called 

DeepBalance was proposed by Xenopoulos [11]. 

DeepBalance is an ensemble model, integrated with 

bootstrapping and feature selection mechanisms. The model 

is a deep belief network, constructed with multiple Restricted 

Boltzmann Machines (RBM) in its architecture. The deep 

belief networks are used as the base learners due to their 

ability to handle complex data models. However, the 

computational complexity of the model is very high, as 

DeepBalance is a secondary ensemble created using a 

network model. A Bayesian Network Classifier (BNC) 

model developed for customized fraud detection in credit 

card transaction data was proposed by Alex et al. [12]. A 

hyper heuristic evolutionary algorithm was used to create the 

classifier model. This process is automatic, hence it aids in 

effective fine-tuning of the model in correspondence with the 

dataset being used for the classification process. Another 

major advantage of this model is that it also aids in cost-

sensitive predictions. Ensemble modelling has become a 

standard method for handling large and complex data. 

Ensemble based models that effectively handle imbalance, 

noise and concept drift in credit card transactions include 

Risk Induced Bayesian Inference Bagging (RIBIB) by Akila 

et al. [13]. This method creates a homogeneous ensemble and 

proposes a new bagging methodology to effectively detect 

frauds in credit card transactions. Extensions of this model 

includes a parallelized model that has been specifically 

created to handle data imbalance and concept drift [14] and a 

risk based model (NRBE) [15]. 

 

Active learning is another major area that witnesses a large 

number of works in the domain of credit card fraud 

detection. The initial approach to active learning was 

analyzed by Fan et al. [16]. This method also analyzed the 

presence of concept drift in the credit card domain and also 

views active learning as one of the solutions for concept 

drift. A model that analyses active learning methods that uses 

streaming to provide real-time results was provided by 

Carcillo et al. [17]. This work highlights the existence of 

exploration and exploitation as the major trade-offs that aids 

in effective learning. Another active learning model 

specifically designed for large scale data was proposed by 

Pichara et al. [18]. This method was observed to exhibit good 

computational efficiencies, enabling effective predictions. 

Other domains where anomaly detection models can be used 

include outlier detection [24] and insurance fraud detection 

[25].  

III. FEATURE AUGMENTATION BASED BOOSTED 

ENSEMBLE (FABE) 

Credit card fraud detection is a process that requires a 

detailed analysis of the input data and to effectively detect 

frauds in the transactions. Credit card transactions are usually 

machine generated data, hence they are composed of several 

features identifying the customer, POS terminal, location and 

the type of transaction. This sometimes leads to several 

features that might not be entirely useful for the prediction 

process. Further, the data generated for the transactions is 

triggered by a customer, hence human cognition and 

behavior plays a vital role in determining the type of the 

transaction being generated. This work proposes a Feature 

Augmentation based Boosted Ensemble (FABE) that aims to 

perform appropriate feature reduction and engineering and 

also provides an ensemble model, that can effectively handle 

the intrinsic complexities associated with the human 

generated data.  

A. Feature Augmentation 

Feature Augmentation is the process of analyzing the data 

and identifying components that can be effectively utilized 

for best results when applied on a machine learning 

algorithm. Feature augmentation also deals with eliminating 

and transforming existing data to create a high-quality 

training data for the machine learning algorithm [19]. The 

major advantage of feature augmentation is that it avoids the 

model from learning irrelevant patterns, which in turn avoids 

biased results. This work proposes an initial phase that 

performs feature augmentation in terms of dimensionality 

reduction and feature engineering. 

B. Dimensionality Reduction 

Dimensionality reduction is the process of eliminating 

features from the data. The major challenge in this phase is to 

identify the features that are to be eliminated. Credit card 

data is machine generated and hence contains all the 

information required to identify or pin-point the particular 

transaction. Not all features contained in the data tends to be 

useful during the prediction process. Some features might 

just be identifiers, while others might represent static content. 

Such data are not required and can be eliminated during the 

prediction process. Such features exhibit zero influence in 

correspondence with the prediction class [20]. However, the 
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major issues is due to the features that exhibits negative 

influence over the prediction classes. Such features must be 

eliminated to avoid prediction bias and to obtain improved 

results [21]. This work uses a correlation-based feature 

selection model, that identifies the correlation corresponding 

to each feature. The features exhibiting low correlation levels 

are eliminated for effective results.  

C. Feature Engineering 

Feature engineering refers to the process of transforming 

existing features into more usable ones and also the process 

of creating additional features from existing features [22]. 

The major advantage of feature engineering is to aid the 

prediction model to create accurate decision rules that aids in 

effective predictions. Machine learning models usually 

require numerical features to perform predictions. 

Categorical features that contain high correlation levels with 

the class variable are transformed to numerical data to enable 

effective prediction. Categorical data is generally of two 

types; data that can be ordered and data that cannot be 

ordered. Categorical content that can be ordered can be 

numerically encoded by assigning increasing values 

corresponding to its order level. Features that cannot be 

ordered is transformed using one-hot-encoding method. One-

hot encoding is the process of converting categorical 

variables into numeric formats. The values of categorical 

variables are converted to features and are encoded according 

to their occurrence in the data instance. Although this leads 

to an increase in the number of features in the data, it has 

been mathematically proven that this model results in 

improved prediction efficiency, if applied appropriately.  

D. Boosted Ensemble Creation 

The previous phase results in modifying and preparing the 

data for the machine learning model. This section details the 

construction of the ensemble model for credit card fraud 

detection. This work uses a boosting ensemble as a learning 

model. 

 

Boosting is a machine learning ensemble that creates a strong 

learner using multiple weak learners so as to primarily 

reduce the bias and variance. Weak learner is a classifier 

model that exhibits only slight correlation with the prediction 

variable and performs better than random guessing. This 

work utilizes a Decision Tree classifier model as the base 

learner. 

  

Let DT(x) refer to the decision tree algorithm (weak learner) 

used as the base learner for the boosting process. Let y’ be 

the predictions from the decision tree classifier, it is given by 

 

  
 

As a weak learner is used for prediction, the process tends to 

contain errors in prediction. Let e be the errors in prediction. 

The errors can be obtained by 

  

 
 

Where y and y’ are the actual results and the predicted results 

respectively. The next phase is to integrate the error into the 

prediction process, such that the errors are eliminated during 

the prediction process. This is given by 

 

 
 

However, this does not result in complete elimination of 

errors, instead, this process might result in a different set of 

errors. Hence the model is made to train and predict on the 

same training and testing dataset. The new errors obtained 

are given by 

 

 
 

The next iteration integrates this error component to perform 

the next level training. This process of error identification 

and error integration is iteratively performed until the error 

level reaches an acceptable limit. 

 

The proposed bagging model modifies this single iterative 

process such that multiple classifier models are created 

instead of a single model. This results in improved 

performances and huge reduction in bias and variance. 

 

A 10-fold cross validation dataset is created using the actual 

training data. Each data group is boosted independently to 

obtain the trained model. Every iteration results in 

incorporating weights for the classifier model. This is given 

by 

 

 
 

Where fm is the m
th

 classifier model and m is the weight 

assigned for the classifier. Every classifier is assigned a 

weight according to its prediction efficiency. The best 

classifier with highest weight and lowest error levels is used 

for the final prediction process.  

 

IV. RESULTS AND DISCUSSION 

 

The experiments were performed on BankSim [23] dataset 

and the proposed model is implemented using Python. 

BankSim is an agent-based simulator developed by Lopez et 

al. It is a simulator model that generates bank payment 

transactions and is based on the transactional data obtained 
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from a bank in Spain. BankSim is a benchmark data that has 

been calibrated extensively to match the real time 

distributions of the transaction data. The structure of 

BankSim is shown in table 1.  

 

Table 1: BankSim Data Description 

Feature Type Unique Values 

step Numerical (Count 

Parameter) 

- 

customer Text 4112 

age Categorical 8 

gender Categorical 4 

zipcodeOri Categorical 1 

merchant Categorical 50 

zipMerchant Categorical 1 

category Categorical 15 

amount Numerical - 

fraud Numerical 2 

 

Comparisons were performed with the Big Data based Fraud 

Detection model proposed by Vaughan et al. [10]. 

Performances were measured in terms of True Positive Rate 

(TPR), True Negative Rate (TNR), False Positive Rate (FPR) 

and False Negative Rate (FNR).  A comparison of the true 

prediction levels of the models is shown in figure 1. True 

prediction levels correspond to the TPR and TNR values. 

TPR represents the prediction level of the model in terms of 

the anomalous class and TNR represents the prediction level 

of the model in terms of the normal class. It could be 

observed that the proposed FABE model exhibits effective 

prediction both in terms of TPR and TNR levels exhibiting 

the high prediction efficiency of the model. 

 

 

 

 
Figure 1. Comparison of True Prediction Levels 

 

A comparison of the false prediction levels of the models is 

shown in figure 2. False prediction levels correspond to the 

FPR and FNR values. FPR corresponds to false alarm and 

FNR corresponds to predicting anomalous transactions as 

normal transactions. Lower FPR and FNR values exhibit 

effective models. It could be observed that the proposed 

FABE model exhibits equal FPR levels and a reduction of 

4% in the FNR levels.  

 
Figure 2. Comparison of False Prediction Levels 

 

A comparison of the ROC curves is shown in figure 3. ROC 

is plotted by FPR in the x-axis and TPR in y-axis. The 

models are expected to exhibit low FPR values and high TPR 

levels. The model representing curve that dominates the 

ROC space is considered to be the best model. It could be 

observed that the proposed FABE model dominates the ROC 

space, exhibiting good prediction efficiency levels. 

 

A tabulated view of the performance metrics is shown in 

table 2. Accuracy, F-Measure and AUC are aggregated 

measures, while others correspond to prediction efficiency of 

a single class. Values for the metrics range between 0 and 1. 

It could be observed that the FABE model exhibits effective 

prediction levels and also very good aggregated prediction 

levels. 

 
Figure 3. Comparison of ROC Values 

 

Table 2: Performance Metrics  

Metrics Values 

FPR 0.002 

TPR 0.75 

TNR 0.998 
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FNR 0.25 

Recall 0.75 

Precision 0.782 

Accuracy 0.99 

F-Measure 0.88 

AUC 0.87 

 

V. CONCLUSION  

Fast and accurate detection of credit card frauds is a 

mandatory component due to the huge usage levels and high 

loss levels associated with the domain. This paper presents a 

fast and effective model, FABE for detecting frauds. The 

model is composed of a feature augmentation phase, that is 

used to perform dimensionality reduction, hence aids in 

reduction in the data size, resulting in faster processing. 

Feature engineering is also incorporated into the model to 

create and transform features that can enable more accurate 

predictions. The boosted ensemble model is created to ensure 

reduced errors in the prediction process. Experiments were 

performed on benchmark and real-time data, BankSim. 

Comparison results indicate improved performances by 

FABE. The major downside of this model is that, although the 

model exhibits comparatively high performance, the TPR 

levels still show scope for improvements. Future works will 

deal with improving to model to achieve better true prediction 

levels. 
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