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Abstract—In the present study Diabetics is one of the critical diseases which can fall at any group of age and gender. The 

major causes lead to diabetics is mostly inheritance, in a proper healthy lifestyle, Irregular food habits, stress, and no 

physical exercise. Prediction of Diabetics is a very important study since it is one of the leading causes of sudden kidney 

failures, heart attacks, and brain stroke etc. The diabetic patient treatment can be done through patient health history. The 

Doctor can find hidden information about the patient through healthcare applications and it will be used for effective 

decision-making for the patient‟s health condition. The healthcare industry is also collecting a large amounts of patient 

health information from different data warehouses. Using these healthcare databases researchers used to extract 

information for predicting the diabetics of the patient. Researchers are focused on developing software with the help of 
machine learning methods that can help clinicians to make better decisions about a patient's health based on their 

prediction and diagnosis. The main purpose of this program is to diagnose a patient's diabetes using machine learning 

methods. A relative study of the various competences of machine learning approaches will be done through a graphical 

representation of the results. The goal and objective of this project is to predict the chances of diabetics then provide early 

treatment to patients, which will reduce the life-risk and cost of treatment. For this purpose a probability modeling and 

machine learning approach like Support Vector Machine algorithm Decision tree algorithm, Naive Bayes algorithm, 

Logistic regression algorithm are used to predict diabetics. 

 

Keywords— SVM (Support Vector Machine), Decision Tree, Naïve Bayes, Linear Regression, accuracy comparison, 

machine learning techniques, predicting data values, analysis and results. 

 

I.  INTRODUCTION  

 

Diabetes Mellitus is a long-term illness characterized by the 
inability of the body to adequately metabolize glucose. The 

purpose of this study was to create an effective predictive 

model with high sensitivity and selectivity to better identify 

people at risk of Diabetes Mellitus using patient 

demographic data and laboratory results received during 

medical visits. The Diabetic is one of the main chronic 

diseases in the human body. It causes due to additional 

glucose levels found in the body. Due to lack of physical 

activity and less creation of insulin in the body. So that 

glucose level concentration is irregular. The patient glucose 

levels will be measured through proper diagnoses. 

Consequently patients need external insulin administration 
to control the blood glucose concentrations. Finally, based 

on the diagnoses reports doctors will plan treatment based 

on individual patient needs. If a patient needs external 

insulin doses it will be suggested by the doctor and can also 

be self-administered and recognize by the patients. 

According to the diagnosis reports analysis and Machine 

learning (ML) approaches doctor suggest appropriate 

treatment plan. Finally using ML predictive analytical 

methods diabetic disease reduction will be recommended 

by health care monitoring system respectively [1]. 

These chronic diseases play the most vital role in affecting 

the whole body. If a patient takes irregular food, unhealthy 

habits and no appropriate diagnosis it leads to serious 
health conditions such as loss of vision, heart attack, kidney 

failure etc. So it is very important to know about the patient 

health prediction from time to time. In the present scenario, 

the patient's urine and blood samples are collected and are 

diagnosed in the laboratory for the results. Or else using 

diabetic health wearable devices patient data can be 

collected and store the information in various health 

databases. 

 

II. RELATED WORK  

 

The goal and objective of this project is to predict and 
analyses diabetics work through machine learning 

algorithms and statistical methods. However, for the 

development of model researchers uses diabetic patient 

data. Patient data availability varies different dimensions 

and quality. Using the development methods and new 

technology, a wider amount of diabetic patient data is 

collected and examined constantly. With this requisite 

patient diabetes condition and early treatment is possible. 

Using these earlier prediction risks can be reduced in life. 
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III. METHODOLOGY 

 

The proposed system design is applied through the 

supervised machine learning classification models. Using 

the following four models are implemented. 

 

 In Classification we are using the following four 
models.  

1. Support Vector Machine (SVM). 

2. Decision Tree. 

3. Naïve Bayes. 

4. Linear Regression 

 

The Proposed system design model is detailed present 

in Fig: 1 

 

 
Fig 1 Flowchart for Supervised Machine Learning Algorithms 

used for Training Model 

 

IV. RESULTS AND DISCUSSION 

 

We have identified many missing values and zero values in 

this dataset from Fig 7. Some of the rows contain zero for 

the columns preg, plas, insu and skin. A zero value is valid 
for the column preg but may not be valid for the columns 

like plas, insu and skin. Therefore, to deal with these 

missing values we have simply ignored the samples 

containing the missing values from fig.6 Replacing these 

missing values by the mean value is a legitimate approach 

to deal with missing values but, in this case it may bias the 

classification model which lead to more false positive rates.  

 

As a result, the dataset's rows with missing values have 

been eliminated. There are 336 samples in the final dataset 

(after ignoring the rows containing missing values).Out of 

these 336 samples, 225 samples are of non-diabetic type   
and 111 are of diabetic type. This dataset is subjected to the 

four ML methods that were chosen. Before applying the 

algorithms, a 10-fold cross validation is utilized to partition 

the dataset into training and test sets. The results of the 

algorithms are shown in table 1.  

 

As per the results, SVM and NB has achieved 

approximately same accuracy score of 77% from table 1. If 

execution time is considered, NB algorithm is faster than 

SVM algorithm with the default parameters. The other 

algorithms DT and LR have achieved accuracy scores 73% 

and 75% respectively which is less than SVM and NB 

algorithm.  

 
The algorithms are executed with different parameter 

values but the default parameters produced better results as 

compared to other values. 

 

 

V. CONCLUSION AND FUTURE SCOPE  

 

So far analyzing the data, we discovered that Support 

Vector Machine, Decision Tree, Naïve Bayes and Logistic 

Regression are the best classifier. Machine Learning is used 

to forecast diabetic illness, and the model gives high-

accuracy findings. When different classifiers are applied to 
the same data and the results are compared in terms of 

misclassification and correct classification rate, it is clear 

that Support Vector Machine is more accurate than 

Decision Tree, Naive Bayes algorithms and Logistic 

Regression, 

 

We chose four popular classifiers based on their project 

performance. We choose one dataset from the Kaggle 

dataset repository to compare the performance of four 

learning algorithms in terms of classification for the current 

work. 
 

As a part of future work, we are planning to use more 

efficient feature selection algorithms to select best relevant 

features from the dataset. Then ensemble approach can be 

used to improve the accuracy score without compromising 

the execution time.  

 

VI. PREPARE YOUR PAPER BEFORE STYLING 

 

Support Vector Machines Algorithm 

Initially, in the earlier research study of support vector 

machines are used for the classification problems, but with 
only classification problems we can no longer meet 

people's needs. Due to the rapid development of computer 

technology, network technology, and database technology 

for the classification and management of large amounts of 

data. It's a hot research issue right now. There are two types 

of multi-class classification difficulties in existing 

treatment strategies [2]. 

 

To answer a multi-class classification problem, first 

construct a series of second-class classification problems in 

some fashion, then use the final class classification 
problems to solve the multi-class classification problem. 

This method is known as the multi-class SVM 

classification method. 

 

The second method is to create a multi-class SVM from 

scratch, which may be used to address multi-class 

classification issues. There are two types of SVM.  
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SVM using linear approach: Linear SVMs are used for 

linearly indifferent data. That is, if one straight line can be 

used to classify a dataset into two classes, then the classifier 

is called a linear SVM classifier, with these data being 

linearly separable.  

 

SVM using Non Linear approach: Non-linear SVMs are 
used for non-linearly indifferent data, but when it is not 

possible to classify datasets using straight lines, sorters that 

use these data as non-linear data are called non-linear SVM 

classifiers. 

  

SVM Linear Approach: 
An example can be used to explain how the SVM algorithm 

works. Let's imaginary we have a dataset with two tags 

(green and blue) and two qualities (x1 and x2). We need a 

classifier that can distinguish between green and blue 

coordinate pairs (x1, x2).Linear SVM approach is shown in 

the below Fig: 2. 
 

 
Figure: 2 Linear SVM 

 

SVM Non Linear Approach: 

We can separate data that is linearly structured using a 

straight line, but we cannot draw a single straight line for 

non-linear data. So we'll need to add another dimension to 

distinguish these data pieces. We've utilized two 

dimensions for linear data, x and y, so we'll add a third 

dimension, z, for non-linear data. It can be calculated using 

the formula z=x2 +y2.By tallying the third dimension, the 

sample space Non-Linear SVM approach is shown in the 

below Fig: 3. 
 

 
Figure: 3 Non-Linear SVM 

 

SVM's Advantages and Disadvantages:  

 When there is a distinct separation margin, it works best. 

 It functions in three-dimensional spaces and when the 

number of dimensions exceeds the number of samples. 

 It saves memory because the decision function only uses 

a subset of training points (called support vectors). 

 It is connected to the SVC approach, which was created 

using the Python library. 

Disadvantages 

 It fails when we have a large dataset because the training 

time is greater. 

 It also fails when the dataset has more noise, such as 

overlapping target classes. 

 Instead of and not directly from the SVM, the probability 

estimates are produced using a costly five-fold cross-

validation method. 

 

Decision Tree Algorithm: 

The supervised learning techniques include the Decision 

tree algorithm [3]. The results tree approach, unlike other 

supervised learning methods, may be utilized to tackle 

regression and classification problems. The result tree is 
used to build a training model that may be used to predict 

the class or value of target variables by learning conclusion 

rules learned from past data (training data). 

 

In comparison to other classification algorithms, the result 

trees algorithm is easier to grasp. Each attribute 

corresponds to an inner tip of the tree, whereas each leaf tip 

corresponds to a class label. 

 

The Sample Decision Tree Algorithm is shown in the 

below Fig: 4. 

 

 
Figure: 4 Sample Model of Person fit or not using Decision Tree 

 

Advantages: 

 Decision trees are simple to understand. It yields a set of 

guidelines. 

 It takes the same approach to decision-making that 
humans do in general. 

 Visualizations can make it easier to understand a complex 

Decision Tree model. Even the most naïve individual can 

comprehend reasoning. 

 

Disadvantages: 

 In Decision Tree, there is a substantial risk of over fitting. 

 When compared to other machine learning algorithms, it 

has a low prediction accuracy for a dataset. 

 In a decision tree with categorical variables, information 

gain results in a biased response for qualities with more 
categories. 
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Naive Bayes Algorithm: 

It's a classification technique based on the Bayes theorem 

and the predictor independence condition. In simple terms, 

a Naive Bayes classifier [4] asserts that the presence of one 

feature in a class has no bearing on the presence of any 

other feature. For Example: An apple is a fruit that is red, 

round, and about 3 inches in diameter. Even if these traits 
are conditional on one another or the presence of additional 

traits, they all contribute to the possibility that this fruit is 

an apple, which is why it is labelled as "Naive." 

 

The Naive Bayes model is easy to build and works well 

with large data sets. Because of its simplicity, Naive Bayes 

is known to outperform even the most powerful 

classification algorithms. 

 

 
Equation: 1 

 

Using P(c), P(x), and P(x/c), the Bayes theorem allows you 

to derive posterior probability P(c/x) from P(c), P(x), and 

P(x/c). Consider the following Naïve Bayes Algorithm is 

representation is shown in the above Equation: 1 

As stated previously. 

 

1. P(c/x) is the posterior probability of class (c, target) for a 

given predictor (x, attributes). 

2. The class prior probability is P. (c). 
3. The likelihood, P(x/c), is the chance that a predictor 

belongs to a specific class. 

4. The prior probability of the predictor is P(x). 

 

Advantages: 

 Predicting the class of the test data set is simple and 

rapid. It's also good at predicting many classes.  

 A Naive Bayes classifier outperforms conventional 

models like logistic regression when the assumption of 

independence is met, and it takes less training data. 

 When contrasted to numerical input variables, it 
performs well with categorical input variables (s). The 

normal distribution is used for numerical variables. 

 

Disadvantages:  

 If a categorical variable in the test data set has a 

category that was not included in the training data set, 

the model will assign a probability of 0 (zero) and will 

not be able to predict. 

  The probability outputs from predict probability, on the 

other hand, should be viewed with caution because 

naive Bayes is a reduced estimator. 

Logistic Regression: 

Logistic Regression is a classification algorithm. It is used 

to predict a binary outcome (1 / 0, Yes / No, True / False) 

given a set of independent variables. To express binary or 

categorical outcomes, dummy variables are utilized. 

Logistic regression is a term that can be used to describe a 

process. [5] As a type of linear regression in which the 
dependent variable is the log of odds and the outcome 

variable is categorical. In simple terms, it estimates the 

likelihood of an event occurring by fitting data to a log 

function. 

 

The Logistic Regression Equation is derived as follows: 

Generalized Linear Models are a bigger class of algorithms 

that includes logistic regression (glm). Nelder and Wedder 

burn created this model in 1972 as a way of applying linear 

regression to issues that were not immediately suitable for 

it. In reality, they suggested a variety of models (linear 

regression, ANOVA, Poisson Regression etc). As a special 
case, logistic regression was included [6]. 

 

The fundamental equation of generalized linear model 

representation is shown in the below Equation: 2 

                         Equation: 2 

 
Here, g () denotes the link function, E(y) is the target 

variable's expectation, and α + βx1 + γx2 denotes the linear 

predictor (,α, β, γ, to be predicted). The purpose of the link 

function is to „connect' the linear predictor's expectation to 

the linear predictor's expectation. 

 

Advantages: 

  Easily adaptable to a variety of classes (multinomial 

regression). 

  A probabilistic approach of class predictions that is 

natural. 

 Easy to train - Extremely quick at categorizing 

unfamiliar records. 

 

Disadvantages: 

 Linear Decision Boundary. 

 

Training Data: The experience gained by the algorithm is 

based on the observations in the training set. Each 

observation in a supervised learning problem consists of 

one or more observed input variables and an observed 

output variable. The enriched or labelled data you need to 
train your models is known as training data. To improve the 

accuracy of your model, you may just need to collect more 

of it. However, your data's prospects of being used are slim 

because, in order to construct a solid model, you'll need a 

lot of training data at scale [7]. 

 

Data Processing: Data pre-processing is a crucial stage in 

Machine Learning because the quality of data and the 

useful information that can be extracted from it has a direct 

g (E(y)) = α + βx1 + γx2             
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impact on our model's ability to learn. It's crucial to pick 

the right parameters for your estimator. There are two 

elements to the training set: a training set and a validation 

set from Fig 6. The model can be trained based on the 

validation test results (for instance, changing parameters, 

classifiers).  

 
Data Classification: Classification is a task that necessitates 

the application of machine learning algorithms to learn how 

to assign a class label to problem domain instances. 

Classifying emails as "spam" or "not spam" is an easy 

example. The results of classification predictive modelling 

algorithms are examined from Fig 7 Classification accuracy 

is a common metric for evaluating a model's performance 

based on projected class labels. Although classification 

accuracy isn't ideal, it's a solid place to start for a lot of 

classification problems [8]. 

 

Data Prediction: The technique of applying data analytics 
to create predictions based on data is known as predictive 

analytics. This method creates a predictive model for 

forecasting future events by combining data with analysis, 

statistics, and machine learning techniques. Predictive 

analytics uses these techniques to assess the likelihood of 

future outcomes based on historical data. Instead of only 

knowing what has happened, the goal is to make the 

greatest prediction of what will happen in the future [9]. 

 

Data Visualization: Data visualization is the process of 

converting information into a visual representation, such as 
a map or graph, in order to make data easier to comprehend 

and extract insights from. Data visualization's major 

purpose is to make it easier to spot patterns, trends, and 

outliers in massive data sets. By placing data in a visual 

context, such as maps or graphs, data visualizations helps 

us understand what it means. This makes the data more 

natural to understand for the human mind, making it easier 

to see trends, patterns, and outliers in vast data sets. The 

comprehensive study of System Architecture for Diabetics 

Prediction is shown below in Fig: 5. 

 

 
Fig 5: System Architecture for Diabetics Prediction. 

Data Processing Steps: 

The steps for pre-processing are as follows: 

1. Dealing with Null Values 

2. Standardization is a term that refers to the process of 

bringing 

3. Taking Care of Categorical Variables 

4. Encoding in a Single Step 
5. Multi linearity is a term that refers to the fact that there 

are multiple.  

 

The Sample data set is collected from Kaggle Data 

repository for system designing [10]. The collected data 

acquired with missing values is shown in Fig: 6. 

  

 
Fig 6: Sample Data Set with Missing Values 

 

The dataset's total number of samples is 768 which contains 

missing values for some of the attributes. In order to make 

the dataset meaningful, we have dropped the missing values 

from the dataset which results in 336 number of samples. 

There are so many other methods available to deal with 

missing values, but we have ignored the missing values in 

order to minimize the training time. The dataset without 
missing values is shown Fig: 7.    

 

 
Fig 7: Sample Data Set without Missing Values 

 

Data Set Descriptions 

The dataset used in this work contains 768 rows and 9 
columns. This diabetic dataset is collected from the online 

sources. Pre-processing was done using Python 

programming language.  

 

The columns with description of the dataset are shown in 

below Fig: 8. 
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Fig 8: Data Set Descriptions 

 

While pregnant, Glucose level: In an oral glucose tolerance 

test, plasma glucose concentration over 2 hours. Diastolic 

blood pressure is the highest level of blood pressure (mm 

Hg), Triceps skinfold thickness is measured in millimeters 

(mm), BMI: Body mass index (weight in kg/ (height in m) 

2), Insulin level: 2Hour serum insulin (mu U/ml), Diabetes 

Pedigree's Purpose: The pedigree function of diabetes (a 

function which scores the likelihood of diabetes based on 

family history, Age is a factor (years). The Diabetes 
Dataset's description and ranges are provided in the data set 

[11]. 

 

1. Coding And Implementation 

The coding or programming phase's purpose is to convert 

the system design created during the design phase into code 

in a programming language that can be run by a computer 

and performs the calculation defined by the design. 

 

Both testing and maintenance are affected by the coding 

process. The purpose of coding should not be to lower the 

cost of implementation, but to lower the cost of subsequent 
phases. In other words, the purpose is not to make a 

programmer's job easier. Rather, the goal should be to 

make the testers and maintainer's jobs easier. Using class 

labeling design the data set information can be easily 

verifiable as shown in the Fig: 9. 

 

 
Fig 9: Check the information of the Data Set. 

Total class count of the diabetic data effected with diabetic 

test positive and diabetic test negative set can be easily 

identified in the Fig: 10. 

     

 
Fig 10: Count of each Diabetic Data Set 

 

Accuracy Comparison: 

When they are different classifiers applied together to the 

same data and the results are compared in terms of 

misclassification and correct classification rate, it is clear 

that Support Vector Machine is more accurate then Logistic 

Regression, Decision Tree, and Naive Bayes with general 

computational comparison of algorithm results are shown 

in the Fig: 11. 

 

 
Fig 11: Accuracy Comparison Graph 

 

Result Table: 

 

You can find the results from the below Table: 1. 

 
Table 1: Accurate outcomes of algorithm comparison 
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Decision Tree outcomes are displayed in Fig: 12. 

 

 
Fig 12:  Decision Tree Algorithm Results 

 

SVM Results outcomes are displayed in Fig: 13. 

 

 
Figure 13: SVM Algorithm Results 

 

NB Results outcomes are displayed in Fig: 14. 

 

 
Fig 14: NB Algorithm Results 

 

Logistic Regression Results outcomes are displayed in Fig: 

15. 

 

 
Figure 15: Linear Regression Algorithm Results. 

Execution time comparison of all algorithms are displayed 

in Fig: 16. 

 

 
Figure 16: Comparison of all algorithms 
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