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Abstract— With the current advances of today‟s technology in many sectors like manufacturing, business and web application 

such as  Variety of data to be processed continues to witness an exponential rise. To utilize the numerous benefits of grid 

computing, Hadoop, HPC techniques should be integrated in the current grid environment. In this paper, the definition features 

and requirements of distribute process should be distributed to techniques use Hadoop is suggested as it the most commonly 

used technique in handling process distributed as it offers reliability, ease to use and ease to maintenance and scalability. High 

Performance Computing (HPC) uses to distribute computational cycles of searching or Time and process jobs and decrease the 

amount of time in a single job would take. A HPC processing jobs typically consist of searching a time and process the jobs. 

The process is divided in the form of Grid using Grid Computing. This new approach analyzes the process, distributed among 

grid and decrease job run time, so to produce the optimized result. 

 

Keywords— Grid computing; Hadoop; High Performance Computing; Distributed computing; Hadoop Distributed File System 

(HDFS). 

 

I.  INTRODUCTION  

 

Grid computing main different things that different 

individuals, In grid-computing can capture to ones 

imagination and indeed some days to be come to pass in an 

actualism there to be many things of technical, business, 

social and political an point at issue that need to be located, 

If we are considering to these kind of vision and an ultimate 

aim, there are soo numerous little steps that to necessary to 

be taken into achieve it [1]. A smaller steps can profit to 

getting an own aim. A Grid computing history of an along 

path of different solution & technologies and they moves up 

to nearest and final aim. It's major value is an underlying the 

distributed computing infrastructure technologies and they 

are involving supports of cross-organizational resource 

sharing, in a words, an application and virtualization across 

the platforms, technologies, and organizations. Grids have 

come into view as a cyber-supporting structure for the 

coming newly generation of commercial business and 

Science an applications and many technologies to be 

supported and grids used an integrating distributed large 

Scale and heterogeneous resources. A Gridsim middleware 

have a multiple tool kit list like an “Alchemi, globus, legion, 

Gridbus & UNICORE and many more…” have been done 

and created in order to manage an supporting structure that 

enables to transparently or communicate as securely to the 

users to the access remote resources to be allot to world wide 

area network. A Workflow is related to an automatic process, 

Which data or files can passed between the participants in the 

opinion of the defined set of rules and their order to be 

achieved aim. A system of workflow management to be 

defined to manage and execute task which given by 

workflow on the resources. 

 

See the below figure-1.1 to shows the system of workflow 

management architecture of grid computing. Generally in 

system of workflow can be created a user to using modeling 

tools or to be created automatic aid of grid data or guidance 

to services like MDS-Monitoring & discovery services and 

VDS-virtual data system to in priority in run time. 

 
Fig. 1.1. Grid Workflow Management System 
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A workflow specification is defined to their task of process 

or an activity and control the all data deepen activities or 

tasks and their control of depended data. A workflow system 

can be run at time then legislation of engine to be manage to 

the execution in system by utilization in this middleware. A 

workflow management system have a three major 

components are be involved. A first component is workflow 

scheduling, second one is data movement and last one is fault 

management, these scheduling resources and allocated task is 

suitable resources is used to users as per users requirement. 

While the execution process the system is failure during the 

process then faultmanagment mechanism handle. A 

faultmanagment mechanism to manage the all data 

movements and the transferred data in resources In addition 

of this system should be provide a feedback  or an review to 

the monitor for the client or user to view their system process 

and check their status through in grid workflow monitor. 

 

 GridSim a software platform that enables users to model 

and simulate the characteristics of Grid resources and 

networks with different configurations. 

 A large datasets on the cluster of commodity hardware 

in distributed processing should be allowded by the open 

source framework. 

 Hadoop is a data Management tool and uses scale out 

storage and processing.  

 

Developing the data processing an application should be 

executed in distributed computing environs in open source 

S/W framework hadoop.  

An Applications are built into using a HADOOP'S run in to 

large data sets distributed an across the clusters of 

commodity hardware, A Commodity computers are cheeps 

and more available, these are mainly useful for an achieving 

greater computational power in low cost. 

Hadoop is an S/W framework; it does can be installed on a 

commodity an operating Linux cluster to permit the large 

scale of distributed data analysis. A Hadoop is provides the 

Java-based API as well as Hadoop Distributed File System 

(HDFS) that allows to parallel processing an across the nodes 

of cluster. In HDFS-Hadoop distributed file system files 

should be divided into the multiple blocks  

 

Files in HDFS-Hadoop distributed file system are divided 

into the multiple blocks and replicat into other Data Nodes. 

These files divided by defaults in two nodes into ascertain 

high data availability and durability in those cases whose are 

failer during the execution process or job like parallel 

processing in hadoop environment. Fundamentally hadoop 

cluster have two types of node to be operand. See the first 

one is master and second is salve or same like master and 

worker pattern, In hadoop distriuted file system NameNode 

is a master node and DataNodes are the workers node. In 

slave node like worker node means a Datanodes have actual 

files part on these node can stored. Then the master node like 

Namenode containes some information can be stored in 

different file blocks to be located, when a system to be starts 

block to many changes one DataNode to be another 

DataNode but, when it‟s reported to the client or Namenode-

Slave node who‟s submitted their job (mapreduce) or own 

data periodically. A block resides and communicates their 

data nodes files to all these information is gated by client. 

NameNode include only metadata. The existing technology 

such as grid has access to huge amounts of computing power 

by summing of resources and offering a single system view, 

These technologies have become an influential architecture 

that performs computing, An addition of an importance aim 

of these technologies ate to the convey computing answer to 

solving large amount of data issues, such as multi-media, 

large scale, and high dimensional data sets. 

 

II. BACKGROUND & RELATED WORK 

 

“A hadoop cluster is a collection of independent components 

connected through a dedicated network to work as a single 

centralized data processing resource. “ 

“A hadoop cluster can be referred to as a computational 

computer cluster for storing and analysing big data 

(structured, semi-structured and unstructured) in a distributed 

environment.” 

“A computational computer cluster that distributes data 

analysis workload across various cluster nodes that work 

collectively to process the data in parallel.” 

A hadoop clusters are known that “Shared Nothing” systems 

becose it‟s nothing is allocated between the “nodes in a 

hadoop cluster except for the network which connects them”.  

An Allocate is  nothing but paradigm of an  “hadoop cluster 

reduces the processing latency” soo, when there is a need to 

process queries on “huge amounts of data the cluster-wide 

latency is completely minimized”. 

 

1. Paper:Enhancing dataset Processing in hadoop YARN 

performance for big data application 

Author:Ahmed.A. A., Dae-Ki K. & M. Kim 

Publication: Springer  

Summary:In these paper hadoop “MapReduce” file shoul be 

distributed, In system input datafiles should be fully loaded 

and distributed to worker, A worker start the computational 

work according to the user logic and their needs altercation 

of resource between reduce and map to contention of 

resources between the map stages notable to extended their 

execution time specially in memory IO overheads. In these 

paper to optimize the present null schedule slots to the local 

memory management and get the minimum execution time. 

 

2. Paper:Big Data Analysis Using Hadoop Cluster  

Author: Saldhi Ankita, Goel Abhinav, Yadav Dipesh, Saldhi 

Ankur, Saksena Dhruv, S. Indu. 

Publication: IEEE 

https://www.dezyre.com/article/hadoop-explained-how-does-hadoop-work-and-how-to-use-it-/237
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Summary: This paper proposes to execute tasks assigned to 

a single DataIn these paper process should be execute their 

task or process for single data node is sequentially, in these 

paper to be propose a bunch for single data node for SMs-

Streaming multi-processors. A large amount of data or 

process should be come to the different different sources  to 

run on parallelly in a hadoop cluster  and get the result 

efficiently should be applied  these methodology for 

industrial or business. 

 

3. Paper:An Analytical performance model of mapreduce  

Author:Xiao.Y, Jianling .S 

Publication: IEEE 

Summary:In these paper propose a understanding and 

general MapReduce performance model for the excellent for 

their components for comprehensive program performance & 

checked it into a smaller cluster, in these paper to get 

solution to “indicate there model can predict a perform of 

MapReduce system &it‟s relation” to be config.  

 

4. Paper: A Brief Preview of Efficient Hadoop Job 

Schedulers 

Author: Mukesh Singla 

Publication: Research India Publications 

Summary: This paper helps in brief examination of various 

schedulers for efficient data. In this paper we have studied 

many techniques for making the efficient scheduler so that 

we can speed up our system or data retrieval. Different 

schedulers like Dynamic Hadoop Fair Schedulers improves 

the improves the performance and utilization of the Hadoop 

cluster, Octopus, develops a multi-job fair scheduler by 

considering the node capabilities, Real-Time MapReduce 

(RTMR) scheduler provides better cluster utilization and 

ratio of job success, FSPY (Fair Sojourn Protocol in YARN) 

scheduler improve responsiveness with guaranteeing fairness 

by calculating job virtual sizes etc. 

 

5. Paper:Big Data Implementation Using hadoop and grid 

Computing 

Author: Yadav Pratik A., Sase Yuvraj S. 

Publication:IJIRSET 

Summary:In these paper is focused only those methods in 

which to be used a grid-computing almong with hadoop, 

AGrid-Computing should be provide a largest “storage 

capability and computation power”. These paper listed some 

“open source toolkit use and an implementation solution 

like:Hadoop, Globus Toolkit”. 

 

6. Paper:Implementing big data management on Grid-

Computing environment. 

Author:Lawal M. A. 

Publication:IJECS 

Summary:In these paper to be represent to the data referd to 

a big data, then a big data to be manage & process on the 

“data pose on interesting nut significant problem”, during the 

mainly advantage of grid computing-big data process & 

manage the technique to be integrated, in these paper to be 

defined their  feature & their needs among the big data-

platform. 

 

7. Paper:A Big Data implementation based on Grid 

Computing. 

Author: Garlasu Dan;Sandulescu  Virginia; Mariana.M. 

Publication: IJECS 

Summary: In these paper to be main purpose of these “article 

should be represent to the present a wayof processing big data 

using Grid-Technologies” -For that;framework for managing a 

“Big Data will be presented along with the way to implement 

it around a grid architecture”. 

 

8. Paper:A Study on hadoop_MapReduce_Techniques and 

Applications on Grid. 

Author: Savant Ila;Muke Richa; Narlawar Nilay. 

Publication: IJERT 

Summary: In thess paper focused on hadoop‟s_MapReduce-

techniques & there about study, in these paper to be discussed 

on  MapReduce-Application on “grid-computing, image 

processing to deal with big data” isseues. 

 

9. Paper:Big data accomplishment using apache hadoop & 

grid computing environment. 

Author:Dr.B.venkata R.Reddy;G.Narendra; R.Navateja R. 

Publication:IJIRCCE 

Summary:In these paper to some lists of the “open source 

toolkits to accomplish the solutions such as Hadoop, Globus 

Toolkit”Grid-Computing to be “provide a huge amount of 

storage capability in distributed manner with high 

computation power”. 

 

III. PARAMETERS USED 
 

1) Load Balancing: Load balancing component balances 

job distribution among cluster nodes. In Ignite load 

balancing is achieved via LoadBalancingSpi which 

controls load on all nodes and makes sure that every 

node in the cluster is equally loaded. In homogeneous 

environments with homogeneous tasks load balancing is 

achieved by random or round-robin policies. However, 

in many other use cases, especially under uneven load, 

more complex adaptive load-balancing policies may be 

needed. 

 

2) Latency Decrease: A low latency define to a computer 

n/w that is “optimized to process a very high volume of 

data messages with minimal delay or latency”. This n/w 

is designed to help of the operands those are needed 

require for near “real-time access to rapidly changing 

data”. 
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3) Data locality: In hadoop, Data locality is the process of 

moving the computation close to where the actual data 

resides on the node, instead of moving large data to 

computation. This minimizes network congestion and 

increases the overall throughput of the system. This 

feature of Hadoop we will discuss in detail in this 

tutorial. We will learn what is data locality in Hadoop, 

data locality definition, how Hadoop exploits Data 

Locality, what is the need of Hadoop Data Locality, 

various types of data locality in Hadoop MapReduce, 

Data locality optimization in Hadoop and various 

advantages of Hadoop data locality. 

 

4) High Performance: HPC clusters will typically have a 

large number of computers (often called „nodes‟) and, in 

general, most of these nodes would be configured 

identically. Though from the outside the cluster may 

look like a single system, the internal workings to make 

this happen can be quite complex. 

 

IV. PROPOSED WORK 

 

There are lots of researches done on various Hadoop Cluster 

related to distribute the process. They try to improve the 

client side request to application or task to be distributed and 

getting the high performance computing methods. In my 

project, I am trying to distribute process and getting the 

optimize result to Job processing can distributed and assign 

the task which one is memory intensity or CPU intensity. 

There are some gaps in the previous research that I have 

found in my research. The fruitful advantage of this method 

is that larger number of member node might be alive for 

longer time and Job profiling can assign the task. 

  

 FLOWCHART OF PROPOSED WORK: 

 
PROPOSED ALGORITHM: 

  
A Client side request: 

(Job Processing Request) 

Step1: Request from client for job processing 

Step 2: Job profiling for identify 

         CPU/ Memory intensity jobs 

Step 3: Assign Priority to data nodes 

        High-CPU & High-Memory 

Step 4: If job is CPU intensity 

         Assign jobs to => High_CPU nodes 

   else if  job is memory intensity 

  Assign jobs to => High_Memory nodes 

Step 5: Collect results. 

 

V. SIMULATION AND RESULTS 

 

In this project we will doing a set-up of hadoop node 

cluster. As per mention here in hadoop have a two or more 

include a “DataNodes in a distributed Hadoop 

environment”  here we are bring two machines to be used 

such as-Master & Slave, On both of these machine can be 

run on the datanode.  

A. Prerequisites: 

 

 A platform can develop and produce to be supported 

“GNU/Linux”.  

 “Java™ must be installed”-theses is recommended 

to “Java versions are described at HadoopJavaVersions” 

o “ssh” must be installed&sshd must be “running to 

use the Hadoop scripts”  to be manage a remote “Hadoop- 

daemons” 

 “Cent OS-6.5” 

 “Hadoop-2.7.3” 

 “JAVA 8” 

 “SSH” 

 

Simulation Results: 

 

http://data-flair.training/blogs/hadoop-tutorial-for-beginners/
http://data-flair.training/blogs/hadoop-mapreduce-tutorial/
http://wiki.apache.org/hadoop/HadoopJavaVersions
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VI. CONCLUSION 

 

 Hadoop has been seen as a technology which has been 

evolved and improved over the years. Hadoop provides 

an environment for distributed computing. Job 

scheduling is seen as an important aspect of high 

performance in Hadoop cluster. In our experiment, 

request from client side for job processing. A job 

Profiling can be identified in which one is high CPU 

intensity or Memory intensity. A Job Profiling task is 

distributing the process or an application as a High CPU 

or Memory intensity and assign the task as a priority 

based data node.  

 

 If the job is high CPU intensity, then job processing 

should assign a job in High CPU nodes, else the job is 

Memory intensity then job processing assigns in 

Memory nodes. After all nodes assigned as a priority 

based then collect result which nodes can perform in 

high CPU/Memory node. 
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