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Abstract—Every year 19 million people approximately die from heart disease worldwide. A heart patient shows several 

symptoms and it is very tough to attribute them to the heart disease in so many steps of disease progression. Data mining, as an 

answer to extract a hidden pattern from the clinical dataset, are applied to a database in this analysis. All available algorithms in 

classification technique are compared to each other to achieve the highest accuracy. To further increase the correctness of the 

solution, the dataset is preprocessed by different unsupervised and supervised algorithms. The two important tasks which are 

needed for the development of classifier come under data mining and they are clustering and classification. In K-means 

clustering the initial point selection effects on the results of the algorithm, both in the number of clusters found and their 

centroids. Methods to enhance the k-means clustering algorithm are discussed. With the help of these methods efficiency, 

accuracy and performance are improved. So, to improve the performance of clusters the Normalization which is a pre-

processing stage is used to enhance the Euclidean distance by calculating more nearer centers, which result in a reduced 

number of iterations which will reduce the computational time as compared to k-means clustering. Finally, the classifiers are 

developed with Logistic regression by using the data extracted by K-Means Clustering.  The techniques adopted in the design 

of classifier perform relatively well in terms of classification results better compared to clustering techniques. 

 

Keywords— Data mining, Classification techniques, K-means clustering, Neural Networks, Logistic Regression

I.  INTRODUCTION  

Among all harmful disease, heart attacks diseases are 

considered as the most universal. Medical practitioners 

conduct so many surveys on heart diseases and collect 

information of heart patients, their disease progression and 

symptoms. Increasingly are describing patients with common 

diseases who have typical symptoms. Thus, there is valuable 

information hidden in their dataset to be taken out. Data 

mining is the technique of withdrawing hidden information 

from a large set of database. It helps researchers gain both 

profound insights of unprecedented understanding and novel 

of large medical datasets. The most important or we can say 

the main goals of data mining are prediction and description 

of diseases. It is attained through the processing of a set of 

variables (attributes) in the dataset and discovering the future 

states of remainder variables. 

Extracting key information from a large amount of data is 

simply called data mining. The more appropriately this data 

mining is nothing but knowledge mining. Knowledge mining 

doesn't have the exact meaning of data mining, as it doesn't 

reflect the emphasis on the extraction of data from a large 

amount of data. In recent days, this data mining, that is 

"data" and "mining" has become very much popular among 

researchers. To carry out this data mining process, the 

following sequence of steps is very much important. 

1. Data Web 

2. Information Retrieval(Resource discovery) 

3. Information Extraction(Selection/Preprocessor) 

4. Generalization(Pattern Recognition) 

5. Analyze(Validation) 

6. Knowledge 

 

Figure 1:Data mining process 
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A. Clustering 

Clustering analysis is a method used widely in the data 

mining community and beyond. This technique Summarizes 

a very large data set X with much smaller set C= {ci| i=1, 2,3

…….k} of the representative points called as centroids and a 

membership map γ: X→C relating every point in X to its 

representative in C. Various clustering algorithm like 

hierarchical, EM algorithm, Self organizing Maps, k-means 

etc. are used to make a set C of Representatives . In this 

paper, K-means clustering is used. 

 

B. Logistic Regression 

The logistic regression is a predictive analysis like all 

regression analysis; logistic regression is, for the most part, 

used to depict information and to clarify the connection 

between one dependent binary variable and at least one 

ordinal, nominal, interval or proportion level independent 

variable. 

 

C. Heart Disease 

The heart is a very important organ or part of our body. Life 

is itself dependent on proper working of heart. If operation of 

heart is not appropriate, it will affect the other body parts of 

human such as kidney, brain, etc. Heart is nothing more than 

a pump, which pumps blood through the body. If the 

circulation of blood in the body is inefficient the body parts 

like brain suffer and if the heart stops working altogether, 

death occurs within minutes. Life is utterly reliant on the 

proficient operation of the heart. The term Heart disease 

refers to the illness of the heart & blood vessel system in it. 

There are a number of factors that amplifies the risk of Heart 

disease [2] such as the Family history of heart disease, Poor 

diet, Cholesterol, Smoking, High blood pressure, High blood 

cholesterol, Hypertension, Physical inactivity, Obesity. 

 

D. Symptoms of a Heart Attack  

                      Symptoms of a heart attack are Discomfort, 

pressure, heaviness, or pain in the chest, arm, or below the 

breastbone. Anxiety burning at back, jaw, throat. indigestion,  

or arm Fullness or choking feeling (may feel like heartburn). 

Some of the common indications are Sweating, nausea, 

vomiting, or dizziness that also includes anxiety, extreme 

weakness, or shortness of breath, rapid or irregular 

heartbeats. 

 

               Rest of the paper is organized as follows, section I 

contains the introduction of the paper, section II contains the 

Background and Literature survey of the Paper, section III 

contains the Proposed research methodology of the paper in 

this section we tried to explain our proposed algorithm. 

Section IV contains all the experimental results of this 

research work, In Section V we try to compare the results of 

all the algorithms used in this paper for the research purpose 

and Last section, section VI concludes the research work. 

 

II. BACKGROUND AND LITERATURE SURVEY 

In any nation to have a progressive development in all the 

sectors, it is very important and particularly to have attention 

towards the health of their population. According to that, 

heart diseases and myocardial ischemic (Joe-Air Jiang et al. 

2006) are the most common heart diseases which can lead to 

serious conditions and cause of death in most of the 

industrialized countries (Minami et al. 1999).These kinds of 

heart related diseases can be detected from the information 

taken from the so many heart attributes and they normally 

give the data related with health conditions of the patients. It 

is very much essential to enhance the patients living 

condition and treatment.  

 

In this paper, authors proposed k-means clustering algorithm 

for predicting myocardial ischemic. Myocardial Ischemic is 

common disease in the world. This system extracts hidden 

information from historical datasets of heart disease. In this 

paper, number of input attributes is used for analyzing 

prediction systems for heart disease. Efficiency of output is 

increased by using k-means clustering. This method for 

predicting patients with heart disease is the most effective 

one. It is noticed various classifiers are frequently utilized in 

different studies to predict heart disease. Therefore, a 

comprehensive comparison of classification algorithms 

practically provides an insight into classifier performances. 

This comparison plays great importance to medical 

practitioners who desire to predict heart failure at a proper 

step of its progression. In any nation to have a progressive 

development in all the sectors, it is very important and 

particularly to have attention towards the health of their 

population. According to that, heart diseases and myocardial 

ischemic (Joe-Air Jiang et al. 2006) are the most common 

heart diseases which can lead to serious conditions and cause 

of death in most of the industrialized countries (Minami et al. 

1999).These kinds of heart related diseases can be detected 

from the information taken from the so many heart attributes 

and they normally give the data related with health 

conditions of the patients. It is very much essential to 

enhance the patients living condition and treatment.  

 

In this paper, authors proposed k-means clustering algorithm 

for predicting myocardial ischemic. Myocardial Ischemic is 

common disease in the world. This system extracts hidden 

information from historical datasets of heart disease. In this 

paper, number of input attributes is used for analyzing 

prediction systems for heart disease. Efficiency of output is 

increased by using k-means clustering. This method for 

predicting patients with heart disease is the most effective 
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one. It is noticed various classifiers are frequently utilized in 

different studies to predict heart disease. Therefore, a 

comprehensive comparison of classification algorithms 

practically provides an insight into classifier performances. 

This comparison plays great importance to medical 

practitioners who desire to predict heart failure at a proper 

step of its progression. 

III. PROPOSED RESEARCH METHODOLOGY  

In k-mean clustering algorithm, the goal is to find groups of 

data (data is unlabeled) and after that functions are clustered 

based on feature similarity by using Euclidian distance 

formula. In this paper, the quality of clusters is increased by 

enhancing the Euclidian distance formula. The enhancement 

that has to do will be based on normalization. Normalization 

which is a pre-processing technique will enhance the 

accuracy and efficiency of clusters by calculating best 

distances from the dataset which will result in more accurate 

center points and as a result best clusters are formed, the 

feature which is added is for calculating normal distance 

metrics on the basis of normalization. The proposed 

technique is implemented in MATLAB. 

 

A. Working  

1. Firstly we have loaded or generated the user-defined 

dataset in MATLAB.   

2. Dataset is scattered and plotted in nature. 

3. Now, we can apply k-means clustering on the 

generated dataset in which we can use the Euclidean 

distance formula for calculating centroids.  

4. After applying k-means clustering accuracy of centers 

is calculated.  

5. For classifying the dataset Logistic Regression is 

applied. 

6. Now, after applying Normalization on the data in 

which iterations process started, and more nearest and 

accurate centers are calculated. 

7. Normalization: It is a scaling technique or a pre-

processing stage. Where we can discover a new range 

from a current one range. It can be useful for 

prediction or forecasting reason. Min-Max 

Normalization: Min-Max Normalization changes an 

esteem A to B which fits in the range [C, D]. It is 

given by the formula below: B = ((A − minimum 

value of A) / maximum value of A- minimum value of 

A)*(D-C) + C A=Original data point B=Normalized 

data point [C, D]= specified range.  

8. Again accuracy is calculated in which we got better 

accuracy of clusters than k-means clustering. 

IV. EXPERIMENTAL RESULTS 

 

In this paper Heart disease, dataset is used for the research 

process and prediction analysis. The dataset is plotted 

between two attributes of Heart disease that is: Patient age 

and His/her Cholesterol. Cholesterol enables your body to 

construct new cells, protect nerves, and produce hormones. 

Regularly, the liver makes all the cholesterol the body needs. 

Yet, cholesterol additionally enters your body from 

sustenance, for example, animal-based nourishment's like 

milk, eggs, and meat. A lot of cholesterol in your body is a 

danger factor for heart disease. 

 

Some suggest that everybody over age 20 ought to get their 

cholesterol levels estimated at least once every 5 years. The 

test that is performed is a blood test called a lipoprotein 

profile. That incorporates: 

 

• Total cholesterol level 

• LDL (the "bad" cholesterol) 

• HDL (the "good" cholesterol) 

• Triglycerides 

 

Here's how to interpret your cholesterol numbers: 
Table 1: Cholesterol numbers 

 

Total Cholesterol Category 

Less than 200 to 240 Borderline High 

240 and Above High 

 

With the help of this above table I can categorized the data 

and predict the result. 

 

Step 1: Dataset is plotted 

A scatter heart disease dataset is first loaded in MATLAB 

then plotted. I have added grid for easy viewing. 

 

 
Figure 2: Data is Plotted 

 

Step 2: K-means clustering is applied to the dataset. 

Now the K-Means clustering is applied on the given dataset 

with k=2. The dataset is divided into 2 clusters, In k-means 
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we randomly initialize centroids from the dataset and then 

Euclidean distance is calculated of each data point from 

centroids and depending upon the minimum distance between 

the centroids and data points, that data point is assigned to 

that centroids, and repeat again these steps till we get the 

same centroids that is no change in the centroids. In this way, 

two clusters are formed shown in figure. 
 

3.

     
Figure 3: K-means clustering on data 

 

Step 3: Classifier is applied on dataset 

The Logistic Regression is applied on the dataset in a 2-d 

plot. The Logistic Regression is better because when I applied 

it to my dataset then I can easily get the values in the form of 

Borderline High and High, Borderline High means cholesterol 

in between less than 240 and High means cholesterol is more 

than 240.  

 

   
Figure 4: Dataset is classified 

 

 

Step 4: Normalization is applied on the dataset 

Normalization is applied to the dataset. While performing K-

means clustering Euclidean distance is calculated for forming 

similar groups or clusters. But the clusters which we get are 

not accurate, here the Euclidian distance lacks, so 

Normalization(Min-Max) in which some range is specified is 

applied on the dataset for calculating the best distance for 

more nearer centers and best clusters are calculated according 

to the number of iterations. We have taken here 2 clusters, 

which are dataset is divided into two groups. It depends upon 

us how many clusters we want in our output. 

 

 
Figure 5: Normalized dataset 

 

V. COMPARISON OF THE RESULTS 

 

Table 2: Comparison of Clustering without Normalization, with 
Normalization and Classification 

 

Algorithms 

Clustering 

without 

Normalization 

Clustering with 

Normalization 

Classification 

Result 

Accuracy 70.58% 84.84% 90% 

 

         

 

VI. CONCLUSION 

Heart disease is one of the biggest problems in now a day 

which leads to causality. Prediction of heart diseases is 

possible only by the consideration of attributes. This 

analyzing method of the attributes can be achieved by the 

inclusion of data mining techniques. Data mining 

methodologies embrace methods such as Neural networks, 

naïve Bayes, clustering mechanisms, classification, big data, 

etc. Further implementation has to be done in order to predict 

heart disease in a big data environment. The prediction 

analysis is the technique in which the user predicts the future 
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on the basis of current situations. The prediction analysis 

consists of two steps. The first step is of clustering, which 

will cluster the similar and dissimilar type of data. The 

second step consists of classification which will classify the 

clustered data for the prediction analysis. In this work, K-

mean clustering is used for the clustering. The Logistic 

Regression classifier is used to classify the dataset for 

predicting the complex data. The k-mean clustering consists 

of two steps. In the first step, the arithmetic mean of the 

loaded dataset is calculated which will be the centroid point. 

In the second step, Euclidean distance from the centroid 

point is calculated which defines the similarity between the 

data points. The accuracy of clustering and classification is 

reduced when some points remain un-clustered or wrongly 

clustered. In this work, the technique of Normalization is 

being applied which will reduce the complexity of large 

datasets, will calculate Euclidean distance in a dynamic 

manner and retain maximum accuracy as normalization 

works better when dataset is complex in nature. Normalized 

outcomes make the information reasonable for specific 

analysis and expectation to be performed. The proposed 

improvement leads to increase the accuracy of classification. 

The proposed improvement and existing technology are 

being implemented in MATLAB and it is being analysed that 

accuracy is increased. 
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