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Abstract— Machine Translation (MT) is one of the tasks of Natural Language Processing. It can be used by intellectuals to 

attain information from the documents written in different languages. In the following paper, we have discussed problems 

faced in MT in Indian languages, various approaches of MT, limitations of some of the current existing MT Systems and the 

work that has been done till now in MT in Indian language perspective. We have also discussed performance metrics that are 

used for evaluation of MT System. 
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I.  INTRODUCTION  

 

Machine Translation may be defined as the task of 

translation of text from one language to another. There are 

two kinds of MT namely Metaphrase and Paraphrase. In 

Metaphrase, there is an exact word for word translation or 

lexical translation but the translated text may or may not 

have the similar semantics as the source text. In Paraphrase, 

translation is not performed at the word level but at the 

sentence level. Here, the semantics of source text is 

conserved while translating it into the translated text. Today, 

there are many Machine Translators available pertaining to 

Indian languages such as Anusaaraka, Mantra, Punjabi to 

Hindi MT Systems, Shiv, and Shakti, Anglabharti, Anubaad, 

Vaasaanubaada, Hinglish MT Systems, Anubharti etc[1]. 

But, still, these machine translators do not produce 

translations with very high accuracy. 

 

II. PROBLEMS FACED IN MT IN INDIAN LANGUAGES 

 

Problems faced in MT in Indian languages include the 

following- 

 

1. Indian languages are free word order languages. 

 

2. They are morphologically and inflectionally rich     

      languages. 

 

3. Named Entity Recognition (NER) can be used to improve  

MT. But, NER in Indian languages is not an easy task since 

these languages do not provide capitalization information 

that helps in performing NER. 

 

 

4. Many common nouns exist as proper nouns. So, these    

      languages involve a large amount of semantic ambiguity. 

5. There is a scarcity of resources pertaining to Indian  

      languages on the web. 

 

Consider the following Source text- 

“Rajasthan is India's largest state by area (342,239 square 

kilometers (132,139 sq mi) or 10.4% of India's total area). It 

is located on the northwestern side of India, where it 

comprises most of the wide and inhospitable Thar Desert 

(also known as the "Rajasthan Desert" and "Great Indian 

Desert") and shares a border with the Pakistani provinces of 

Punjab to the northwest and Sindh to the west, along the 

Sutlej-Indus river valley. Elsewhere it is bordered by five 

other Indian states: Punjab to the north; Haryana and Uttar 

Pradesh to the northeast; Madhya Pradesh to the southeast; 

and Gujarat to the southwest. 

 

This source text in English is translated into Hindi using 

different machine translators i.e. Google Translator, Bing 

Translator and Babylon Translator. The translations are 

shown in figure 1. 
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Figure 1 Output of Existing Machine Translators 

 

The translated texts as shown in Figure 1 are not of good 

quality. Some of the tokens in a translated text appear in 

English. And, some of the words are transliterated instead of 

translated. Named Entities are not recognized properly. 

Babylon Translator has not translated or transliterated 

‘Sutlej-Indus’ present in the source text. Complex sentences 

present in the source text are not translated properly by 

Google Translator, Bing Translator, and Babylon Translator. 

 

III. APPROACHES OF MT 

 

Various Approaches of MT include the following- 

 

1. Rule based MT 

 

2. Corpus-based MT 

 

3. Example based MT 

 

4. Statistical MT 

 

5. Context-based MT 

 

TABLE.1- Various Approaches of MT 

Approach Description      Advantage   / 

           Disadvantage   

          

Rule based 

Rule

s 

ar

e formed and it   

Provid

e 

good 

quality 

MT (RBMT) 

involve

s 

analysi

s of source   Translations   

  

and target 

text at syntactic,   Complex Rules 

  

semanti

c 

and 

morphological   need to    be 

  

level

.          constructed    

            

Tedious 

task    

            

Time-

consuming   

         

Corpu

s based 

Rules  are  constructed  

by   Accuracy 

ca

n  be 

MT  analysis of 

paralle

l bitext   improved by adding 

  

corpu

s          more 

exampl

es to 

            the corpus.    

     

Example 

based It  performs translation by   

Quality of MT can 

be 

MT (EBMT) analogy. It makes use of   improved by adding 

  

Translatio

n 

Memorie

s. It   more 

exampl

es to 

  

involve

s  three  stages:   parallel corpus   

  

Alignmen

t, Matching and         

  

Recombinati

on.             

  

Preprocessing the source 

text         

  

is not compulsory to 

perform.         

        

Statistical 

MT 

Statistical models are 

used to   

Qualit

y of MT can 

(SMT)  

perform MT. Parameters 

for   be 

improve

d  by 

  

statistic

al  

model

s  are   

addin

g   more 

  

constructe

d by 

analys

is of   

examples to 

parallel 

  

parallel 

corpus.       

corpu

s     
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  Even if training 

data 

            has 

a

n input, same 

            

translatio

n 

ma

y not 

            be 

produce

d  in 

            

outpu

t     

         

Contex

t based 

No Parallel 

Corpus 

is used. 

It   Produces  good 

MT  

make

s 

us

e of Bilingual   accuracy    

  

Dictionar

y, 

Targ

et language   

Les

s  

tediou

s  and 

  

Corpus and Source 

Langauge   

Les

s    time 

     

consumin

g    

               

 

The hybrid approach involves a combination of above-listed 

approaches. Quality of MT is expected to improve if a hybrid 

approach is used to perform MT in Indian languages. 

 

IV. LITERATURE REVIEW 

 

The work that is done in MT pertaining to Indian languages 

is shown in TABLE II. 

 

TABLE.1- Detailed Description of MT of different language 

pairs 

Authors About Detailed 

Description 

Ramanathan, 

Ananthakrishnan(2008)[2] 

English to 

Hindi MT 

using SMT 

approach 

Training- 

120153 words, 

Testing- 8557 

words. BLEU 

score (using 

Baseline 

Approach) is 

12.10. BLEU 

score (by 

combining 

syntactic, 

morphological 

and baseline 

approach) is 

15.88 

Sinha et. Al (2003)[1] English to 

Hindi 

MT(EBMT+ 

RBMT+ Post 

Editing 

Angla MT can 

produce 90% 

correct results 

for sentences 

to a length of 

Approach) 20 words 

Sinha et. Al (2005)[3] English-Hindi 

bilingual text 

to Hindi 

Morphological 

Analyzer is 

used to detect 

unknown 

words and 

unknown 

plural words 

of Hindi and 

English. This 

approach has 

given correct 

result in 90% 

of cases. 

Ambati et. Al (2007)[4] English to 

Hindi MT 

(Hybrid 

Approach) 

EBMT and 

SMT are used 

to perform 

MT. Parallel 

corpus ( 54K 

English-Hindi 

sentences) is 

used. 

Training- 53K 

sentences, 

Testing- 100 

sentences. 

BLEU score is 

0.432. 

Soni A et. al (2013)[5] Hindi to 

English MT 

MT output is 

improved by 

simplification 

of the source 

text. Testing- 

100 sentences 

are taken. 

BLEU score is 

0.805 

Goyal, Vishal and 

Gurpreet Singh Lehal 

(2009)[6] 

Hindi to 

Punjabi MT 

Overall 

Accuracy- 

95.12%. Input 

is taken from 

daily news, 

articles, 

official 

language 

quotes, blog 

and literature. 

95.4% of 

sentences are 

found to be 

intelligible. 

The accuracy 

obtained is 

87.6% 
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Josan, Gurpreet Singh and 

Gurpreet Singh Lehal 

(2008)[7] 

Bilingual 

Hindi English 

Text to pure 

Hindi and 

pure English 

English and 

Hindi 

Morphological 

Analyzers is 

used to detect 

English and 

Hindi words. 

Plural forms 

are also 

identified. The 

unknown 

words are 

considered to 

be proper 

nouns. 

Complex 

sentences are 

converted to 

simplified 

sentences and 

finally source 

text is 

translated to 

pure Hindi 

and pure 

English. In 

90% of cases, 

this approach 

has obtained 

satisfactory 

results. 

Rama, Taraka and Karthik 

Gali (2009)[8] 

Transliteration 

of English to 

Hindi using 

SMT 

Accuracy- 

46.3%. 

Alignment of 

English and 

Hindi letters is 

done using 

GIZA++, 

SRILM toolkit 

was used for 

training 

language 

toolkit. Mean 

F-measure 

obtained using 

this approach 

is 0.876. 

Poornima C. et. al 

(2011)[9] 

English to 

Tamil MT 

Rule based 

Text 

simplification 

approach is 

used for 

enhancing 

English- Hindi 

MT. Testing- 

200 sentences. 

115 sentences 

gave accurate 

results. The 

accuracy of 

the MT 

system 

increased by 

28% by 

introduction 

of Text 

Simplification 

Approach in 

the MT 

system. 

Germann Ulrich 

(2001)[10] 

Tamil to 

English MT 

A statistical 

machine 

translation 

system is built 

to perform 

Tamil to 

English 

machine 

translation. A 

bilingual 

corpus 

comprising of 

Tamil and 

English 

sentences is 

formed 

consisting of 

1300 Tamil-

English 

sentence pairs. 

Tamil side 

consisted of 

24, 000 

tokens. 

Islam M  et. al (2010) [11] English to 

Bangla MT 

(SMT) 

Phrase-based 

MT is 

performed in 

English to 

Bangla MT. 

Transliteration 

Approach is 

used to deal 

with the words 

not present in 

vocabulary. 

The accuracy 

of the 

Transliteration 
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module is 

0.18. 

Preposition 

handling is 

also 

performed. 

Overall the 

BLEU score 

of our system 

is 11.7. BLEU 

score obtained 

for short 

sentences is 

23.3 and 0.63 

TER 

 

V. EVALUATION 

 

For evaluation of MT system, three metrics can be used i.e. 

Precision, Recall, and F-measure. 

 

Precision (P) = Match/System Output 

 

Recall (R) = Match/Human Output 

 

F-Measure(R) = 2*P*R / (P+R) 

 

Here, Precision is calculated by considering the number of 

matches between the two outputs divided by the total 

number of system outputs. The recall is calculated by 

considering the number of matches between the two outputs 

divided by the total number of human outputs and F-

Measure would be the combination of the two. Apart from 

these metrics, BLEU, METEOR etc. can also be used for 

evaluation of MT output. 

 

Bilingual Evaluation Understudy (BLEU) - Its value lies 

between 0 and 1. It indicates how close a Machine 

translated text is to the expected translated text. Average of 

BLEU scores of all sentences is taken to get the overall 

score of the whole corpus. 

 

NIST - Apart from calculating n-gram precision, it also 

assigns weights to n-gram. A low weight is assigned if n-

gram matches exactly with the expected translation otherwise 

high weight are assigned. 

 

 

Word Error Rate (WER) - This metrics estimates the 

number of tokens that differ between Machine translated text 

and expected translated text. 

 

Meteor - This metrics estimates weighted harmonic mean of 

unigram precision and recall. It also involves matching of 

synonyms and lemmatized forms. 

 

LEPOR - This metrics involved collection of different 

evaluation factors such as precision, recall, sentence length 

penalty and word order penalty based on n-gram. 

 

VI. CONCLUSION  

 

In this paper we have discussed MT, the problems faced in 

MT in Indian language context, problems with existing 

machine translators, approaches of MT and the work that has 

been done till now in Indian languages in MT. There is a lot 

of scope in MT in Indian languages. There is a need to 

develop a machine translator that can provide good 

translations with high accuracy. 
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