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Abstract— e-Government improves the efficiency of public administration, increasing transparency, deducing administrative 

corruption, improving service delivery, citizen’s empowerment and improving government finance. The private cloud provides 

the ideal environment for scalable e-Government applications because of its scalable and elastic characteristics. The scalability 

can be achieved horizontally and vertically within short time in cloud environment. During design and development phase of 

application, special consideration is needed for scalability and high availability on Application and database layer. Application 

layer high availability and scalability can be achieved with a server load balancer. Database layer high availability and 

scalability can be done by database sharding within a database fail-over cluster. In this paper, we propose a scalable highly 

available architecture for e-Governance applications on private cloud environment.  
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I.  INTRODUCTION  

An application is scalable if it gracefully handles dynamic 

load by adding resources to application infrastructure 

horizontally or vertically. We can use cloud elastic and 

scalable characteristics to achieve it effectively. In Vertical 

Scaling, more resources are added to a virtual machine [1, 2, 

13]. So, if we have a large dataset, this could mean extending 

disk drives. It could also mean moving the compute 

operation to a larger server with more memory or speedier 

CPU. The point is that we take a single resource and increase 

its handling capability. In Horizontal Scaling, we add more 

virtual machines [1, 13]. So, we might add another server to 

store some parts of a large dataset, or in the case of a 

computing resource, we would split the load over additional 

virtual servers. We will need to include it in our initial design 

with a distributed application architecture. 

An application is highly-available if it continues to function 

despite expected or unexpected failures of components in the 

application infrastructure. If one or more components fail, a 

resilient architecture keep application fault tolerant—

continuing to function with rest of the system without 

noticeable service impact. A resilient application requires 

planning from both a software development phase and an 

application architecture design phase. In this paper, we focus 

on application architecture design. Scalability and high 

availability (fault resilience) are two key infrastructure 

requirements that organizations must consider in the 

architectural design of their critical e-governance 

applications. 

Rest of the paper is organized as follows,  Section II contain 

the related work of application and database technologies to 

make application highly available with scalability, Section III 

introduce distributed application architecture, Section IV 

contains scalability and high availability impact at 

application and database layer and Section V concludes 

research work with future directions.  

 

II. RELATED WORK  

NIST defines cloud computing as “Cloud computing is a 

model for enabling ubiquitous, convenient, on-demand 

network access to a shared pool of configurable computing 

resources (e.g., networks, servers, storage, applications, and 

services) that can be rapidly provisioned and released with 

minimal management effort or service provider interaction” 

[3]. The cloud technology standardizes and collects IT 

resources to automate many of the maintenance activities 

otherwise performed manually under conventional or 

client/server model of computing [4, 14]. It offers a great 

advantage in terms of immediate as well as long term cost 

savings for governments. As the model offers services based 

on a pay-as-you-go and pay-per-use basis, there are no 

upfront costs involved in buying IT equipment. The savings 

can allow cost effectiveness come in these financially 

challenging times. Cloud computing can be the backbone on 
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which governments can create a more trusting environment 

for e-governance and provide the benefits of cost savings, 

efficiency, improve delivery mechanisms etc. [5]. 

Now a days, Private Cloud is implemented in most of the 

government owned state and national data centers [1, 6]. In   

private   cloud,   data   and   processes   are managed by 

organization itself. It provides better and controlled 

infrastructure for security. 

To design a scalable and resilient application architecture, we 

use the following technologies in proposed architecture. 

A. Server Load Balancer 

Server Load balancers (SLB) are critical component of 

architecture for scalable application deployment [7]. The 

concept is to distribute the load as the numbers of 

simultaneous connections increase and to route connections 

to request virtual machines. Thus an application can increase 

services just by adding virtual machines. SLB monitor health 

of virtual machines or services running on it and distribute 

load across multiple virtual machines that can best handle the 

requests.  

B. Failover Cluster 

A failover cluster aims to provide high availability for 

services or applications that run within it [8]. It contains a 

group of independent nodes that work together to increase 

the availability of applications and services. Failover 

clustering can protect against hardware and software failures 

by failing over resources from one cluster node to another as 

required. Failover is the process of taking a clustered service 

or application offline on one node and bringing it back online 

on another node. This process is typically transparent to the 

users, who should experience a minimal disruption of service 

when a failover occurs. 

C. Database Sharding 

The most common horizontal scaling is the breaking up of 

services into partitions (shards) [9]. Some of the advantages 

of sharding are massive scalability, high availability, faster 

queries; more write bandwidth, reduced cost as databases can 

run on commodity servers. The basic concept of database 

sharding or horizontal partitioning is that take a large 

database and break it into a number of smaller databases 

across multiple servers [9, 10]. Each shard (running on its 

own node) contains a portion of the original monolithic 

database, and is sharded based on application-specific rules.  

For example, e-governance database shard by geographical 

zones, with each shard containing a specific group of user 

related information in that particular zone. 

III. METHODOLOGY 

A node is single entity machine or virtual server. A server 

farm is a group of servers serving identical content--

otherwise the user might receive inconsistent content. 

Adding more servers to server farm will increase potential 

load capacity by spreading the load over multiple servers. 

 

Figure 1. Distributed Application Architecture 

Figure 1 shows scalable highly available distributed 

application architecture. There is a virtual IP (VIP) for each 

application’s server farm. The user accesses the application 

through SLB, which forwards the user's request to one of the 

server in application’s server farm. Whichever application 

server is selected will respond directly to the user's request. 

The SLB exposes this VIP address that customers use to 

access the application. This VIP address can be associated 

with a DNS entry. Incoming requests are distributed across 

the nodes in a farm based on load distribution algorithms 

[11]. The SLB has inbuilt health monitoring mechanism to 

automatically replace node that have failed or have become 

unavailable. An HTTP health check specifies the port and 

path to execute the health check against on each service 

running on node. An ICMP health check is done to check 

availability of node. When a new server is added to server 

farm, SLB discover the new member and start to sending 

requests to new server automatically. SLB maintain source 

IP persistency (sticky session) so that the same requester is 

always routed the same node based on persistency rule. 

On database layer, database instances (shards) are running on 

top of server failover cluster. Each instance has its own 

virtual IP. Web server connect with database instance using 
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this VIP. In general, if active node fails, all the database 

instances running on that node will move to passive node in 

the cluster. Passive node are optional. In the absent passive 

node, failover happens as per failover policy defined in the 

cluster configuration. Usually the number of cluster nodes 

are higher than number database Instances with few passive 

nodes to get equal or higher computing resources in order to 

avoid performance degradation after a failover. Application 

user can fetch data from one or more database instances 

based on application logic. Database queries and write 

operations are then performed in one of two modes: 

 Single-Shard: Each database operation (read or write) 

is performed against a single shard, such as 

information about single citizen or group of citizen 

from a particular geographical zone (shard). 

 Multi-Shard: This typically applies to analytic 

queries, performed in parallel across one or more 

shards, enabling impressive performance results. This 

is usually an input for management information 

system such as overall performance comparison 

across all geographical zones of a state or country. 

IV. RESULTS AND DISCUSSION 

We have implemented this architecture for two critical e-

Governance projects – Public Distribution System (PDS) and 

Common Services Portal (CSP) for Government of Gujarat. 

In this section, we point out positive impact of proposed 

architecture. 

A. Application Layer 

Cloud has auto scaling feature to scale virtual machine 

horizontally or vertically [12]. Horizontal scalability can be 

easily achieved by adding a new server to server farm by 

replicating existing virtual machines. By configuring basic 

system configuration (like IP configuration, Hostname etc.) 

in replica virtual machine, we can straight away add new 

production virtual machine to server farm with zero 

application downtime. Application is available to access in 

case of one or more virtual machines are down. SLB detect 

faulty machines and don’t route traffic those virtual 

machines. There might be slight performance impact in case 

of multiple virtual machines failures at the same time. 

B. Database Layer 

Database Instances are highly available in cluster 

environment. The advantage of the database sharding 

approach is improved horizontal scalability, growing in a 

near-linear fashion as more nodes are added to the failover 

cluster.  There are several other advantages of shards, 

 Administrative is easy - Production databases must be 

fully managed for regular maintenance activities such 

as backups, database optimization, indexing and other 

common tasks. By using the sharding approach, each 

individual shard can be maintained independently, 

performing such maintenance tasks in parallel with 

short time window.  

 Performance Improvement - By hosting each shard 

database on its own server, the ratio between memory 

and data on disk is properly balanced, thereby 

reducing disk I/O and maximizing system resources. 

This results in less contention, greater join 

performance, faster index searches and fewer 

database locks. Therefore, not only can a sharded 

system scale to new levels of capacity, individual 

transaction performance is benefited as well.  

 Less Cost - Sharding works well with commodity 

multi-core server hardware, systems that are far less 

expensive when compared to high-end, multi-CPU 

servers and expensive storage area networks.  

In e-governance applications, load is dynamic as per time to 

time government policy changes. The proposed architecture 

is suitable to handle such situation effectively and efficiently.  

In e-Governance environment, the following challenges on 

application and database layer has to be considered with 

proposed architecture. 

Application execution code should be same in all members 

of server farm. When developer update application code to 

add additional functionalities or content changes, the code 

has to be updated and in sync in all machines without any 

manual mistakes. If auto sync software is using for 

application code synchronization, a manual testing on each 

server should be carried to ensure it. Another challenge is 

that in case one of the virtual machine is having some 

technical issue, there should be a mechanism to find out the 

problematic virtual machine. The problematic virtual 

machine has to isolate from production environment by 

removing from application server farm. 

There are some challenges with partitioning because anytime 

you distribute data or functions among multiple servers, not 

the least of which is data locality. In case of multi-shard 

query, if data is not local when needed, servers will have to 

“go fetch”, which lead to long query execution time and slow 

user response. A second challenge is an inconsistency. If 

different services are writing and reading from a shared 

source, there can be an incident in which someone is sending 

a request for something at the same time it is being updated 

by someone else. 

V. CONCLUSION AND FUTURE SCOPE  

In this paper we introduce a scalable highly available 

architecture for e-Governance applications on cloud 
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environment using server load balancer and failover 

clustering. We have explained how availability and scalability 

is achieved on application and database layer. Application is 

available in the event if unexpected disaster or maintenance 

activity. The data in clusters dispersed as multiple shards. If a 

particular data node is down, shard will move to another node 

and continue to deliver data without noticeable service 

impact. The architecture ensure high application service 

delivery uptime and scalability in case of high application 

service demand. The architecture uses most of the 

advantageous features of cloud computing technology. Also 

we mention some of challenges and cloud auto scalability 

feature on which we will focus in future for further 

improvement.  
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