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Abstract— Many factors affecting the success of data mining techniques, the pureness of data are one of the factors. The 

inclusion of irrelevant and noisy data in the pattern analyzing phase, can results poor predicting performance. To discover 

information from the endometrial carcinoma data set, the pre-processing technique such as cleaning, transforming and 

modelling are applied. Diverse kinds of pre-processing techniques were functions in the data set in order to work with the full 

pledged data set. Methodology Used: The data mining tool WEKA is used for feature selection. Using various classifiers, 

evaluators and search methods six features are selected out of eighteen, attributes. The performance evaluation was done using 

RStudio. The accuracy of the classifiers model Random Forest and Naïve Bayes are checked for the minimized and full data 

sets. The hybrid model was formed by combing both the models to improve the performance of the classifier model.  Findings: 

The Hybrid model was adopted for the performance evaluation by combining naïve Bayes and random forest classifier and the 

accuracy of the new model is 93.55%.  
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I.  INTRODUCTION  

 

Data mining is the modus operandi of pulling out the data 

from the enormous dataset [10]. Data preprocessing is the 

evolution of cleaning, altering and modeling the data with the 

target of discovering new patterns [2]. The preprocessing 

techniques include Data cleaning, integration, reduction, and 

transformation. Attribute selection is the process of 

identifying and selecting the relevant and unique information 

as possible.  

A.    Data cleaning:  

 

It is referred to as removing noisy and correcting 

inconsistencies in the data set. The scheme in data cleaning is 

filling the missing-data, smoothing the noisy-value, 

identifying and removing-outliers and resolving 

consistencies [18]. The data, available in the real world, may 

be incomplete, noisy and inconsistent and having incorrect 

attributes values. The data collection mechanisms used may 

be defective. While entering the data human or computer 

error may happen. Erroneous data may result from 

discrepancies in naming regulations. Dirty data can cause 

confusion for the mining procedure [18].  

 

 

B. Data Integration 

Merging data from many sources into one source is referred 

to as data integration. It may comprise several databases, 

data cubes, or flat files. Careful integration can decline and 

skip redundancies and inconsistencies in the final dataset [4]. 

Entity identification, redundancy, correlation analysis, and 

tuple duplication are some issues in data integration.  

 

C. Data Transformation 

Transforming data into an appropriate form for mining is 

referred to as data transformation. So that mining process 

may be more efficient and the patterns found may be easier 

to understand [5].  

 

D. Feature Selection and Extraction: 

Finding the Best Attributes: 

The effectiveness of data mining can reduce due to too much 

information. Some of the columns of data attributes may not 

contribute meaningful information to the model [13]. 

Inappropriate features may include noise to the data so that 

the model precision may change. Wide data increases 

processing faces for data mining algorithms. The calculation 

rate of algorithmic processing will be higher if the 

dimensionality is higher [18]. Reducing in dimension is a 
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popular preprocessing step in data mining to minimize noise 

[14]. Two approaches in dimension reduction 

• Feature selection — choosing the most appropriate features 

for processing. 

• Feature extraction — joining attributes into a new reduced 

set of an attribute. 

   

Feature Selection: 

Attribute importance function is used for feature selection in 

data mining. It is an organized function that rank features 

based on their implication in predicting a target [6]. The 

features of build data ranked based on the predictive 

implications [9]. Features selection uses ranking and measure 

of importance, to select the most appropriate features[21].  

 

Feature Extraction 

Feature extraction is a feature reduction method. Feature 

selection is nothing like, ranks the present attributes 

according to their prognostic implication, whereas feature 

extraction actually converts the attributes [11]. Much lesser 

and more affluent set of features will be the outcome of the 

feature extraction process. Data compression, data 

decomposition, and projection, and pattern recognition are 

some purpose of feature extraction. It also helps to enhance 

the pace and helpfulness of supervised learning [12]. 

 

The endometrial cancer patient’ datasheet consists of 

eighteen features, in order to select the attributes relevant to 

the prediction and to produce the better result the feature 

minimization techniques were applied to the dataset. The 

performance of the classifier was measured using the R 

language. The classifier Random forest and Naïve Bayes are 

used in this study. In order to improve the performance of the 

classifier, the hybrid model was formed. The variable 

postmenopausal status was taken as the target variable. 

Totally 1040 datasets are used in this study. 
 

II. RELATED WORK  
 

This segment examines the allied work on datasets using data 

mining techniques. P.Ravisankar et.al [15] uses data mining 

techniques such as Multilayer Feed Forward Neural 

Network, Support Vector Machines, Genetic Programming, 

Group Method of Data Handling, Logistic Regression, and 

Probabilistic Neural Network to fraud. Each of these 

techniques is tested on a dataset and compared with and 

without feature selection. GP and PNN outperformed with 

feature selection and with marginally equal accuracies. Chia-

Ming Wang [3] et al, formulated, the feature selection 

problem as a multi-objective optimization problem, and new 

criteria were proposed to fulfill the goal. Foremost, data were 

pre-processed with missing value replacement scheme, re-

sampling procedure, data type transformation procedure, and 

min-max normalization procedure[20]. After that, a wide 

variety of classifiers and feature selection methods were 

conducted and evaluated. Huan Liu et al [9] introduced the 

concepts and algorithms of feature selection. Illustrative 

examples to show how existing feature selection algorithms 

can be integrated into a Meta algorithm that can take 

advantage of individual algorithms and provided guidelines 

in the selection of feature selection algorithms are presented. 

Mark A. Hall et al [12] presents a benchmark comparison of 

several attribute selection methods for supervised 

classification. All the methods produced an attribute ranking, 

a useful device for isolating the individual merit of an 

attribute. Attribute selection is achieved by cross-validating 

the attribute ranking with respect to a classification learner to 

find the best attribute [13]. 
 

III. METHODOLOGY 
 

In this study, the endometrial cancer data was taken from the 

InterNational cancer Institute, Neyyoor, Tamil Nadu. The 

data was retrieved from the patients' data sheet, attributes 

such as patient’s age at diagnosis, symptoms, menopause 

age, diet, area, family history, occupational factor, lesion, 

history of trauma, spouse relationship, parous, religion, 

menopausal status, etc... are taken. The attributes and its 

range codes are described in table 1. The raw data had 

missing values, incomplete and inconsistency. Then pre-

processing techniques such as data cleaning, transformation, 

reduction and feature selection applied to the dataset.   The 

process flow of pre-processing technique is illustrated in the 

figure 3. Using the pre-processing technique the data was 

cleaned and transformed to the format necessary for the data 

mining process. Initially, the data is in the format of text 

category, and then it was converted into a quantitative 

attribute. For example, the field menopause status takes the 

value yes (value - 1) if the patient has post menopause, 

otherwise no. but it was replaced by 1 and 0.   
 

The presence of the missing value, noise, outlier or 

duplication of data in the database referred to as incomplete 

or inconsistency, these can be detected and removed. 

Removal of the attribute was done using subset function. 

Most of the attributes are the categorical format, using factor 

the categorical format are converted into quantitative data.  It 

is the most critical step in the data mining process which 

deals with the preparation and transformation of the initial 

data set [19]. Attribute selection techniques are coined by the 

term Filter and Wrapper, to depict the character of the metric 

used to assess the meaning of attribute [16]. Wrappers assess 

attribute using accuracy estimates provided by the real target 

learning algorithm. Filters, on the other hand, use the 

common quality of the data to assess the attributes and drive 

autonomously on any machine learning algorithm [12]. So 

that selected attributes alone taken for the data analysis 

purpose out of eighteen attributes, six attributes are selected 

for the process.  
 

Body mass index (BMI) is a measure of body fat based on 

height and weight that applies to adult men and women. 

 BMI = (Weight in Kilograms / (Height in 
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Centimeters) 2) X10000 for example, a person who weighs 

99.79 Kilograms and is 190.50 centimeters tall has a BMI of 

27.5. From the BMI Obesity was calculated, obesity = BMI of 

30 or greater. So the attribute height and weight were replaced 

by BMI first then it was replaced by Obesity. Table-1 

illustrates the BMI calculation. Table 2 specifies the data 

description of features.   

 
 

Table 1 ICIEC – Patient Datasheet - Feature Description 

Attribute Name Range 

AgeWhenCancerDiagnosed 

Age Below 50  - 1  

Age 51 - 60      - 2   

Age Above 60  - 3 

GeneralCondition 

Good     - 1  

Fair       - 2            

Bad       - 3 

FirstSignofSymptom Date of Onset 

TotalDurationOfSymptom 

Year,  Months, 

Weeks 

DelayBeforeConsulting 

_Months 

Year , Months         

Weeks 

HistoryOfTrauma Yes   -1, No     - 0 

OccupationalFactor Yes   -1, No     - 0 

MenopausalAge 

Below 50  - 1, 

 Above 50  - 2 

MenopauseStatus 

PreMeno - 0  

PostMeno - 1              

PreviousTreatment 

None  - 0   

Surgery - 1      

Radiotheraphy - 2  

OtherTreatment – 3 

Lesion 

New        - 0     

Healed     - 1  

Residual- 2  

Recurrent - 3     

Massive   - 4 

FamilyHistory 

Positive  - 1  

Negative – 0 

SpouseRelationship 

Patternal side  -1 

Maternal side - 2   

Both              - 3 

Parous 

Nulliparous - 0   

Otherwise – 1 

Diet 

Veg  - 0      

NonVeg   - 1 

Religion 

Hindu      - 1  

Christian  - 2   

Muslim    - 3 

Area 

Urban -  1        

Rural   - 2 

Obesity Yes – 1, No – 0 

 

Table-2 Sample BMI Calculation 

Patient 

Height 

Patient 

Weight 
BMI Obesity 

162 76 28.959 No 

158 98 39.25653 Yes 

162 86 32.76939 Yes 

168 59 20.9042 No 

152 60 25.96953 No 

165 64 23.50781 No 

160 48 18.75 No 

172 82 27.71769 No 

170 90 31.14187 Yes 

 

Figure 1 represents the distribution of Age at the time of 

diagnosis. The patients whose age are greater than or equal to 

50 are affected a lot.   

 
Figure 1 Distribution of Age at diagnosis 

 

Figure 2 represents the distribution of Menopause Status. The 

patients with post menopausal are more in number than the 

patients with pre menopausal 

 

 
Figure 2 Distribution of Menopausal Status 
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A. Overview of Endometrial Cancer 

The well-known type of adenocarcinoma is referred to as 

endometriosis cancer. Endometriosis cancers are created by 

cells in glands that appear a lot like the usual uterine inside 

layer (endometrial) [1].  The two kinds of endometrial cancer 

are type1 and type2. Type 1 endometrial cancers are 

deliberation to be origin by surfeit estrogen. They built up 

from a distinctive hyperplasia sometimes, an abnormal 

overgrowth of cells in the endometrium [5]. Type 1 cancers 

are typically not very destructive and are slow to widen to 

new tissues. Type 2 endometrial cancers create a small 

number of endometrial cancers.  It doesn’t give the 

impression to be caused by a huge quantity of estrogen [17].  

 

B.    Overview of R 

R is a programming language and free software environment 

for statistical computing and graphics. The R language is 

extensively used amid statisticians and data miners for 

developing statistical software and data analysis. R is a GNU 

package. The source code for the R software environment is 

written primarily in C, FORTRAN, and R [7]. R has a 

command line interface, there are several graphical front-

ends, most notably RStudio [8]. Integrated development 

environments are available. 
 

IV. RESULTS AND DISCUSSION 
 

Using WEKA the feature selection process was carried out. 

The attribute selection process of the supervised filter of 

weka was used for this purpose. It extracted six features out 

of eighteen features. The feature extraction was represented 

in figure 4. Various evaluators are applied on the endometrial 

cancer data. The variable postmenopausal status was taken as 

the target variable. Totally 1040 datasets are used in this 

study. Then 70% of the data set is taken for train data and 

30% of the data are taken as test data. Initially, the model 

was built using the train data. Then the prediction was 

conducted on the test data. Then the performance of naïve 

Bayes and random forest algorithm was evaluated using 

evaluation parameters, for the minimized features dataset and 

for a dataset with all the features. The screenshot of Rstudio 

with accuracy details are represented in figures 5 to 7. The 

classifier Random forest, Naïve Bayes are performed well on 

the ICIEC data. The accuracy of the model was evaluated on 

minimized feature data as well as on the full data. The 

parameters such as Gini Coefficient, accuracy, and Area 

under the curve, specificity and sensitivity are calculated to 

evaluate the performance of the classifier model. 

 

The Gini coefficient is used to measure the inequality in the 

distribution. The area under the curve (AUC) is calculated to 

measure the quality of a classifier. Accuracy is calculated to 

measure the correctness of the classifier. Specificity relates 

the classifiers ability to identify negative results and 

Sensitivity is the proportion of actual positives which are 

correctly identified as positives. The parameters are 

calculated for the classifiers model and described in table 3. 

Obviously, the accuracy with feature selection is better than 

Raw Data 
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Data 

preprocessing 

Data Cleaning 

Data 

Transformation 

Data Integration 

Data Reduction 

Clean 

Dataset 

Exploratory 

Data Analysis 

Model 

Visualize 

Report 
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Figure 3 Process flow diagram for preprocessing technique 
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the accuracy without feature selection. Naïve Bayes and Random Forest are performed well on the minimized dataset. 

 

Figure 4 Attribute Selection Using WEKA 

 

 
Figure 5 Accuracy of Random Forest Classifier 

 

Figure 6 Accuracy of Hybrid Model without feature minimization 

 

The hybrid model for the performance evaluation was 

adopted by combing Naïve Bayes and Random Forest and it 

was represented in Figure 8. The hybrid model was applied 

to the dataset and the final accuracy was noted. The hybrid 

model provides the better accuracy than the individual 

model. 
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Figure 7 Accuracy of Hybrid Model with feature minimization 

 

Table 3 Performance Evaluation of machine learning models 

Classifier 

Model 

Accuracy 

without Feature 

Minimization 

Accuracy With 

Feature 

Minimization 

Random Forest 92.59 92.59 

Naivebayes 87.93 88.48 

Hybrid Model 93.00 93.55 

 

  

 
Figure 8 Performance Evaluation of machine learning 

models  

 

V. CONCLUSION AND FUTURE SCOPE 

 

To improve the performance of the mining process, pre-

processing techniques and feature extractions was applied to 

the data set. The classifiers accuracy was measured for the 

dataset with all the features and for the dataset with 

minimized features. The accuracies of the model with feature 

minimization are greater than without feature minimization. 

The Classifier model such as Navie Bayes and Random 

Forest was performed well on the minimized features. The 

accuracy of the Random forest is 92.59% for both minimized 

and full features. When the Random forest was combined 

with Naïve Bayes, the performance was 93% for without 

feature minimization and for with feature minimization, the 

accuracy was 93.55%. The performance of the hybrid model 

was improved very much. We got 93.55% of accuracy 

through the hybrid model. Now the minimized data was 

ready for the further processes.  

 

In future we can implement this using ensemble model. If the 

data is travelled through different models then the models 

will perfectly learn the data to provide reliable and accurate 

results.  
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