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Abstract— Frequent imagination by cryptosystem designers that secrets will be manipulated in closed reliable computing 

environments. Unfortunately, computers and micro systems leak information about the operations they process. This paper 

examines self-organising neural network to securely transfer data through a given network. We also discuss approaches for 

building cryptosystems that can operate securely in existing system that leaks. 
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I.  INTRODUCTION  

Cryptography is the study and practice of various 
techniques for secure communication in the presence of third 
parties. More generally, it is about constructing and analysing 
protocols that overcome the influence of attackers or outside 
people and which are related to various aspects in information 
security such as data confidentiality, data integrity, 
authentication, and non-repudiation. Applications of 
cryptography include ATM cards, computer passwords. 
Cryptography is the science of using mathematics to encrypt 
and decrypt data. Cryptography enables you to store sensitive 
information or transmit it across insecure networks (like the 
Internet) so that it cannot be read by anyone except the 

intended recipient. 
Cryptography is a field of computer science and 

mathematics that focuses on techniques for secure 
communication between two parties while a third-party is 
present.This is based on methods like encryption, decryption, 
signing, generating of pseudo random numbers, 
etc.Nowadays there are in general two different schemes: On 
the one hand, there are symmetric schemes, where both, 
sender and receiver, need to have the same key in order to 
encrypt their communication. For this, they have to securely 
exchange the key initially. On the other hand, since Diffie and 
Hellman’s key exchange idea from 1976, there also exists the 
concept of asymmetric schemes where sender and receiver 
both have a private and a public key. The public key can be 
shared with anyone, so receiver can use it to encrypt a 
message for sender. But only sender, with the corresponding 
private key, can decrypt the encrypted message from receiver. 
Cryptography plays a very crucial role for private 
communication through public network. If we have a 

cryptosystem, the corresponding cipher is given by E resp. D 
(implicitly also the key spaces K or K ′ resp. κ).There is two 
main categories of ciphers in terms of key handling: If κ is 
feasible then K and K ′ need to be kept secret and the cipher is 
called symmetric. Otherwise the cipher is called asymmetric. 

 
A cryptosystem is a 5-tuple Π := (P ,C ,κ,E,D) where 
1. P ⊂ Σ 1 , C ⊂ Σ2 • for alphabets Σ1 ,Σ2 ,  
2. κ : K ′ → K is a bijective map between sets K ,K ′ , 
3. E = (Ee )e∈K is a family of multivalued maps Ee : P ⇝ C, 

and 
4.   D = (Dd )d∈K ′ is a family of surjective maps Dd : C 7→ 

P , such that Eκ(d) ⊂ D−1 d for all d ∈ K ′ interpreted as 
multivalued maps. 

 
Such that 
 
 Eκ(d) ⊂ D−1 d for all d ∈ K ′  
 
We further require that E and D are realized by polynomial 
runtime algorithms where E may be probabilistic. Moreover, 
we call  
 
1. Σ1 the plaintext alphabet and P the set of plaintexts, 
2. Σ2 the cipher text alphabet and C the set of cipher texts,  
3. K resp. K ′ the encryption resp decryption key space, their 
elements are called keys and κ is called the key 
correspondence,  
4. E the encryption algorithm resp. Ee the encryption 
algorithm with key e, and  
5. D the decryption algorithm resp. Dd the decryption 
algorithm with key d. 
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A neural network is a set of algorithms that try hard to 

recognize underlying relationships in a set of data through a 

process that predict the way the human brain operates. 

Neural networks will adapt to dynamic input that the network 

generates the most effective potential result without having 

to revamp the output criteria. The conception of neural 

networks is fleetly gaining quality within the space of 

commercialism system development. A “neuron” in a very 

neural network may be a function that collects and classifies 

data in keeping with a selected design  
A neural network contains layers of interconnected nodes. 
Each node may be a perception and is comparable to a 
multiple regression. The perception feeds the signal produced 
by a multiple linear regression into an activation function that 
may be nonlinear. Neural networks area unit broadly 
speaking used, with applications for financial operations, 
enterprise planning, trading, business analytics and product 
maintenance. Neural networks have additionally gained 
widespread adoption in business applications like prediction 
and market research solutions, fraud detection and risk 
assessment. 

In the rest of this paper Section I contains the introduction of 

cryptography and neural networks, Section II contain the 

related work of in the areas of combining cryptography and 

neural networks, Section III contain the methodology used, 

Section IV describes results and discussion, Section V 

concludes research work with future directions.  

 

II. RELATED WORK  

Cryptography now referred present day as tools and 

techniques used to make messages secure for communication 

between the senders and receivers and make messages 

protection from possible attacks by hackers. [1]This study 

presents a novel chaotic-neural network of image encryption 

and decryption image applied to the domain of medical. The 

main objective behind the proposed technique is to ensure 

the safety of medical images with a less complex algorithm 

compared with the existing methods. In order to improve the 

robustness, the totality of the pixels related to the host image 

is XOR with a generation key. After that, with a chaotic 

system (logistic map), the binary sequence is generated in 

order to set the weights wij and bias bi of neuron network 

with the goal of encrypting the pixels issued from the 

previous step. Simulation and experiments were carried out 

on medical images coded on 8 and 12 bits/pixel 

[16]Neural cryptography is predicated on synchronization of 

tree parity machines by mutual learning. We extend previous 

key-exchange protocols by substitution random inputs with 

queries looking on the present state of the neural networks. 

The chance of a productive attack is calculated for various 

model parameter exploitation numerical simulations. The 

results show that queries restore the safety against 

cooperating attackers to gain access private data from user.  

Thus success chance may be reduced while not increasing 

the common synchronization time. 

III. METHODOLOGY 

A neural network evaluates worth knowledge and reveals 

opportunities for creating trade choices supported the 

information analysis. The networks will distinguish refined 

nonlinear interdependencies and patterns different ways of 

technical analysis cannot. However, a ten p.c improvement in 

potency is all a capitalist will raise from a neural network. 

There will always be data sets and task classes that a better 

analyzed by using previously developed algorithms. It is not 

so much the algorithm that matters; it is the well-prepared 

input data on the targeted indicator that ultimately determines 

the level of success of a neural network. Neurons in the 

visual cortex respond to bars of light. Neurons that answer 

similar bars are situated next to every different within the 

cortical region. 

Artificial neural networks which are currently used in 

tasks such as speech and handwriting recognition are based 

on learning mechanisms in the brain i.e. synaptic changes. In 

addition, one kind of artificial neural network, self-

organizing networks, is based on the topographical 

organization of the brain. The type of learning utilized in 

multilayer perceptions requires the correct response to be 

provided during training (supervised training). Biological 

systems display this type of learning, but they are also 

capable of learning by themselves -without a supervisor 

showing the correct response (unsupervised learning).A 

neural network with a similar capability is termed a self-

organizing system as a result of throughout coaching, the 

network changes its weights to learn appropriate 

associations, without any right answers being provided. 

In supervised learning, a desired output result for each 

input vector is required when the network is trained. An 

ANN of the supervised learning type, such as the multi-layer 

perceptron, uses the target result to guide the formation of 

the neural parameters. It is thus possible to make the neural 

network learn the behaviour of the process under study. 

The application of Kohonen networks is typically in mapping 

very high dimensional input space into 1 or 2 dimensions. 

Clustering of data sets into distinct groups are used in this 

group, when you don’t know those groups in the beginning. 

In this technique we are begin with converting the plain text 

message into their corresponding ASCII values and giving as 

input to Kohonen network. In Kohonen networks basic units 

are called neurons and two layers -input layer and the output 

layer. Input data is presented to the input layer and the values 

are propagated to output layer. Output layer with a strongest 

response is said to be the winner. 

The application of Kohonen networks is typically in mapping 

very high dimensional input space into 1 or 2 dimensions. 

Clustering of data sets into distinct groups are used in this 

group, when you don’t know those groups in the beginning. 

In this technique we are begin with converting the plain text 
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message into their corresponding ASCII values and giving as 

input to Kohonen network. In Kohonen networks basic units 

are called neurons and two layers -input layer and the output 

layer. Input data is presented to the input layer and the values 

are propagated to output layer. Output layer with a strongest 

response is said to be the winner. 

This schema is termed as crypto-neural scheme as a 

combination of cryptography and neural networks. Common 

method to compress data is to code them through vector 

quantization (VQ) techniques [2], [3]. The principle of the 

VQ techniques is simple. At first, the message is copied into 

a square block of pixels, for example 4* 4 or 8 * 8; each 

block is considered as a vector in a 16- or 64-dimensional 

space, respectively. Second, a limited number of vectors 

(codeword) in this space is selected in order to approximate 

as much as possible the distribution of the initial vectors 

extracted from the square; in other words, more codeword 

will be placed in the region of the space where there are more 

points in the initial distribution (image), and vice versa. 

Third, each vector from the original square is replaced by its 

nearest codeword (usually according to a second-order 

distance measure). Finally, in a transmission scheme, the 

index of the codeword is transmitted instead of the codeword 

itself; the compression is achieved if the number of bits used 

to transmit this index ( ) is less than the number of initial bits 

of the block (if is the resolution of each pixel). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig: 1Diagramatic representation of crypto neural                     

scheme 

 

After a vectorization (transformation of data blocks 

into vectors), a DCT [10] and a low-pass filter first reduce 

the quantity of information by keeping only the low-

frequency coefficients. Then, the vector quantization is 

performed, with another loss of information. Finally, the 

indexes of the codeword found by the vector quantize are 

transformed by a differential coding, and the results are 

compressed by an entropic coder [11]; these two last steps do 

not introduce any loss in the information. The decompression 

scheme performs the same operations in the opposite way 

 Kohonen’s algorithm has however another important 

property it realizes a mapping between an input and an 

output space that preserves topology; in other words, if 

vectors are near from each other in the input space, their 

projection in the output space will be close too. In the 

proposed compression scheme, we will use a two 

dimensional Kohonen map corresponding to a grid of code 

words (instead of a one-dimensional table in standard VQ), 

as the projection of an initial space including all vectors 

coming from blocks of the initial image.  

Differential Coding, if we suppose that particular parts of the 

message are smooth, a differential coding applied to the code 

words after vector quantization will lead to “small” codes in 

average. The main deploy of an entropic coder, is to encode 

these differences into variable-length words (i.e., words 

which will take lesser bits if the differences themselves are 

small), will thus lead to further compression.  Because of the 

entropic coder, the compression ratio will be higher if the 

difference between code words is low. Instead of using a 

simple differential scheme (zeroth-order predictor) where 

each codeword is subtracted from the codeword 

corresponding to the previously encoded block in the image 

(i.e., the one at the left of the current block), we will use the 

following principle (first-order predictor): we suppose that 

gradients in the image are smooth, and thus that the direction 

in which the differences between two successive blocks was 

minimum for already encoded blocks will be the same as the 

direction in which the difference is minimum for a new block 

to encode. 

 

IV. RESULTS AND DISCUSSION 

The main aspect of this paper is to use the topology 

preserving property of KSOM. According to the 

selforganization property of KSOM, two consecutive and 

similar blocks will be coded into similar code words; the use 

of a differential entropic scheme to encode consecutive 

blocks will thus improve the compression ratio. An original 

neural network model is used instead of a first-order 

predictor. In this paper, we present a compression scheme 

based on DCT transform of the original message, vector 

quantization by Kohonen map, differential coding by first-

order predictor, and entropic coding of the differences.  

 

For example, 

In detail explanation of crypto neural scheme 

1. Consider any input which can be a word sentence or 

any digit. 

2. Convert given data into ASCII value (64 bits) and 

divide into two each of 32 bits. 

3. Vectorization-: 

 Data stream divided into (1D or 2D square) 

blocks -- vectors 
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 A table or code book is used to find a pattern for 

each block. 

 Code book can be dynamically constructed or 

predefined. 

 Each pattern for block encoded as a look value 

in table 

 Compression achieved as data is effectively sub 

sampled and coded at this level. 

For example: 

Load 4 consecutive 32-bit integers (a0, a1, a2, a3)  

 Load 4 consecutive 32-bit integers (b0, b1, b2, b3)  

 Perform addition 

 (c0, c1, c2, c3) ← (a0 + b0, a1 + b1, a2 + b2, a3 + 

b3)  

Store 128-bit vector (c0, c1, c2, c3) 

4. Differential cousin transformation. 

Let we are having a 2-D variable named matrix of 

dimension 8 X 8 which contains image information 

and a 2-D variable named dct of same dimension 

which contain the information after applying 

discrete cosine transform.  

So, 

dct[i][j] = ci * cj (sum(k=0 to m-1) sum(l=0 to n-1)    

matrix[k][l] * cos((2*k+1) *i*pi/2*m) * cos((2*l+1) 

*j*pi/2*n) 

where ci= 1/sqrt(m) if i=0 else ci= sqrt(2)/sqrt(m) 

and 

similarly, cj= 1/sqrt(n) if j=0 else cj= sqrt(2)/sqrt(n) 

and we have to apply this formula to all the value, 

i.e., from i=0 to m-1 and j=0 to n-1 
5. Differential Encoding 

The difference between the actual value of a sample 

and a prediction of that values is encoded. Example 

of technique include: differential pulse code 

modulation, delta modulation and adaptive pulse 

code modulation -- differ in prediction part. Suitable 

where successive signal samples do not differ much, 

but are not zero.Differential pulse code 

modulation (DPCM) simple prediction: 

                              fpredict(ti) = factual(ti-1) 
6. After differential encoding variable length code is 

transferred to receiver side 

7. Decoding part follows the reverse path of coder, which 

will starts with differential decoding, Kohonen network 

code word comparison, discrete cousin transformation 

inverse and vector quantization. 

8. At decoder side we will receive data as sent with data 

integrity. 

 

 

V. CONCLUSION AND FUTURE SCOPE  

 In this paper, we proposed a new code generation scheme 

schema based on the use of the organization property of 

Kohonen maps. It is based on the fact that consecutive blocks 

are often similar, and thus coded by similar codeword’s with 

a vector quantization algorithm. The Kohonen map 

organization property makes the indexes of the coded vectors 

similar too, and, using an entropy coder, this property is used 

to increase the security of the message being passed. 
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