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Abstract: When adding capacity is not the option due to financial constraints or due to various other reasons, operating 

transportation systems efficiently is the only available option, in combating congestion. More and more transportation systems 

are concentrating on improving efficiency of these; and Traffic Archive Modelling and ITS –use of computer and 

communication technology is at fore-front to achieve the above said objective. For the last two decades, intelligent 

transportation systems (ITS) have  emerged as an efficient way of improving the performance of transportation systems. A 

significant change in ITS in recent years is that much more data are collected from a variety of sources. The availability of a 

large amount of data can potentially lead to a revolution in ITS development, changing an ITS from a conventional technology-

driven system into a more powerful multifunctional data-driven intelligent transportation system. 

 

In this paper, we provide a critical performance based survey on the development of intelligent transportation systems, 

discussing the functionality of its key components and some deployment issues associated with it. Future research directions 

and a roadmap to future is also presented. 

 

Keywords: Data Mining, data-driven intelligent transportation systems machine learning, Hierarchical clustering, GPS, 

mobility, Traffic Density. 

 

Organisation of Paper: 

Section 1 gives Introduction, Section 2 discusses the data 

collection tools, Section 3-Research Techniques, Section 4- 

Roadmap and future research directions and finally Section 

5 is conclusion. 

 

I. INTRODUCTION 

 

Currently, transportation systems are an indispensable part 

of human activities. It was estimated that an average of 40% 

of the population spends at least 1 hour on the road each 

day. As people have become much more dependent on 

transportation systems in recent years, transportation 

systems themselves face not only several opportunities but 

several challenges as well. First, congestion has become an 

increasingly important issue worldwide as the number of 

vehicles on the road increases. Second, accident risks 

increase with the expansion of transportation systems, 

particularly in several developing countries.[1].Third, land 

resources are often limited in several countries. It is thus 

difficult to build new infrastructure such as highways and 

freeways. The effectiveness of transportation systems is 

increasingly tied to a country’s capability to handle 

emergency situations (e.g., mass evacuation and security 

enhancement) [21]. The competitiveness of a country, its 

economic strength, and productivity heavily depend on the 

performance of its transportation systems [20]. 

 

For the last two decades, intelligent transportation systems 

(ITS) have emerged as an efficient way of improving the 

performance of transportation systems, enhancing travel 

security, and providing more choices to travellers. A 

significant change in ITS in recent years is that much more 

data are collected from a variety of sources and can be 

processed into various forms for different stakeholders. The 

availability of a large amount of data can potentially lead to 

a revolution in ITS development, changing an ITS from a 

conventional technology-driven system into a more 

powerful multifunctional data-driven intelligent 

transportation system : a system that is heterogeneous, 

multisource, and learning algorithm driven to optimize its 

performance. Furthermore, it is expected to become a 

privacy-aware people-centric more intelligent system. In this 

paper, we provide a critical performance based survey on the 

functionality of its key components and some deployment 

issues. 

 

The success of any traffic archive system will largely 

depend upon the optimization of the use of the existing 

transportation system by analyzing the data that are 
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collected from a large amount of auxiliary instruments, e.g., 

cameras, inductive-loop detectors, Global Positioning 

System (GPS)-based receivers, and microwave detectors. 

Ideally, these three approaches should be complementary to 

each other. Note that, currently, data can not only be 

processed into useful information but can also be used to 

generate new functions and services in intelligent 

transportation systems. For example, GPS data can be 

utilized to analyze and predict the behaviour of traffic users, 

which is a function that is not fully utilized in conventional 

ITS.  

We reiterate here that the conventional ITS will eventually 

evolve into a data-driven intelligent transportation system in 

which data that are collected from multiple sources will play 

a key role. The pros and cons of its data driven approach are 

also to be examined   in more detail. A strong theoretical 

basis to establish a data-driven approach to improve the 

performance is also utmost necessary. The system 

architecture that we have envisioned is illustrated in Fig. 1. 

 

 
 

Fig. 1: System Architecture 

 

II. TOOLS USED FOR DATA COLLECTION, 

MODELLING 

 

A pre-requisite for Road Network Operations is the 

collection of accurate data that defines the status of road 

network, the traffic conditions that prevail and information 

about roadway conditions and the immediate environment. 

Data on traffic and weather conditions, incidents and other 

road and highway status alerts is used to provide intelligence 

for network operations activities, traffic control and 

information systems. This process of gathering data is called 

network monitoring, and can be undertaken by using a 

variety of means or a combination of them: 

 Automatic Incident Detection  

 traffic flow and speed sensors 

 driver reports on mobile phones 

 monitoring social networks (crowd sourcing) 

 closed circuit television (CCTV) 

 information provided by other parties such as vehicle 

fleet operators, road maintenance teams or the 

emergency services 
 

An effective (and often extensive) traffic surveillance and 

monitoring system is a pre-requisite for any intelligent 

traffic control system to keep track of prevailing conditions 

across the network [6]. A wide range of different sensors are 

installed in, on and above the roadway for this purpose and 

to obtain the necessary geographical and critical time 

coverage. They include inductive loops, non-intrusive traffic 

detection devices, video cameras and video image 

processing. Each technology has its own advantages and 

shortcomings – so the choice of sensor type for 

any ITS application will depend on what performs well in 

the prevailing environmental conditions, and its cost. (Fig. 

2) 

https://rno-its.piarc.org/en/acronyms#CCTV
https://rno-its.piarc.org/en/acronyms#ITS
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Fig 2: Data Collection and Modelling: overview 

 

Following section discusses about some of the widely used 

tools for traffic data collection. 

 

2.1 INDUCTIVE LOOP DETECTORS (ILD) 

Inductive loop detectors are currently the most widely used 

devices for vehicle detection, although microwave radar 

detection is also common. Their main uses are at 

intersections in conjunction with advanced signal traffic 

control systems, and on freeways for traffic monitoring and 

incident detection purposes. ILDs typically take the form of 

one or more turns of insulated wire embedded in the 

pavement. The loop is connected via lead-in cable to the 

detector unit, which detects changes in the loop inductance 

(changes in the in the magnetic field of the sensor) when a 

vehicle passes over it. ILDs can be used to detect a vehicle’s 

presence or passage. They can also be used to measure 

speed (by using two loops a short distance apart) and for 

classification of vehicle types. The main problem with using 

ILDs, however, is their reliability. Because ILDs are subject 

to the stress of traffic, they tend to fail quite frequently. 

Moreover, their installation and maintenance require lane 

closure and modifications to the pavement. 

 

2.2 MAGNETOMETERS 

Similar to inductive loop detectors (ILD), magnetometers 

provide for point detection, but they differ from ILD in that 

they measure changes in the earth’s magnetic field resulting 

from the presence of vehicles. They can provide information 

on traffic volume, lane occupancy, speed as well as vehicle 

length. In general, there are two types of magnetometers: 

 micro loops which are installed in the pavement in a 

similar way as ILDs 

 wireless magnetometers 

 

Micro loops, (like inductive loops), require lane closure and 

pavement modification, with consequent delays to traffic. In 

recent years, the use of wireless magnetometers has received 

increased interest because of advances in battery technology 

which allow a unit to operate wirelessly for a period of 10 

years before needing to be replaced. 

 

2.3 CCTV 

CCTV cameras play an important part in road network 

management. They are installed at sensitive locations on the 

network to support traffic management, where congestion 

and traffic queues are frequent and at other locations where 

there is an increased risk of accidents and traffic incidents. 

When used for traffic surveillance they can either have a 

fixed field of view – for example, when used to monitor 

traffic and provide alerts, or to have a wider field of view  

alerts- equipped with a pan, tilt and zoom (PTZ) capability. 

 

Pan, Tilt Zoom (PTZ) cameras are commonly used for: 

 elevated motorways in built-up areas 

https://rno-its.piarc.org/en/acronyms#ILD
https://rno-its.piarc.org/en/acronyms#ILD
https://rno-its.piarc.org/en/acronyms#ILD
https://rno-its.piarc.org/en/acronyms#CCTV
https://rno-its.piarc.org/en/acronyms#CCTV
https://rno-its.piarc.org/en/acronyms#PTZ
https://rno-its.piarc.org/en/acronyms#PTZ
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 exposed motorway bridges or roads at high 

elevations 

 urban motorways with tidal flow and / or reduced 

lane width 

 locations where congestion frequently occurs and 

queues exceed 1km 

Either fixed or PTZ cameras can be used: 

 in road tunnels and on the approaches to those 

tunnels 

 at the termination of a motorway, at busy 

interchanges and places where there are lane 

reductions 

 

Control room operators depend on the CCTV camera images 

– displayed either on their work-stations or large-scale on a 

“video wall”. CCTVcamera images are an important means 

of traffic surveillance that complements other traffic control 

measures.. Operators often wish to see a sequence of images 

from successive CCTV cameras, in the form of a “video 

tour”  

 

 
Pan, Tilt and Zoom (PTZ) Closed Circuit TV Camera 

(Image courtesy of the IBI Group) 

GE PROCESSING (VI 

III.  RESEARCH TECHNIQUES 

 

Traffic congestion is a major challenge in the area of 

transportation planning as well as traffic management. 

Congestion usually relates to an excess of vehicles on a 

portion of roadway at a particular time resulting in speeds 

that are slower – sometimes much slower – than normal or 

free flow speeds [11][21]. Even though congestion can be 

solved to some extent, the problem cannot be solved 

completely. Therefore, informing road users about 

congestion conditions of different roadways will be an 

advantage to them while performing their journey for 

making suitable decisions[2]. This can be done only by 

quantifying congestion using some quantifiable parameters 

and making it available for the road users as part of 

Advanced Traveller Information Systems (ATIS). Travel 

time and traffic density are the commonly used traffic 

measures used for quantifying congestion on roadways. 

Being spatial in nature, measurement of these parameters 

directly from field is very difficult. Travel time can be 

defined as the time required for road users to travel from one 

point of roadway to other. Field measurement of travel time 

is done using spatial based sensors such as GPS or vehicle 

identification devices such as Bluetooth sensors. Traffic 

density is defined as the number of vehicles occupying a 

given length of roadway. Traffic density is considered as the 

primary measure for quantifying congestion of roadways 

other than signalised intersections [2]. However, aerial 

photography is the direct method for field measurement of 

traffic density, which is very difficult to implement in field. 

Since density is difficult to measure, indirect methods of 

estimating density from other parameters such as flow, 

speed or occupancy are usually adopted. Hence, this 

problem of estimation of density from location based 

parameters is of importance and is attempted under Indian 

conditions. [5].Also, the travel decisions made by road users 

are more affected by the traffic conditions during the trip. 

Therefore, accurate prediction models are also required in 

ATIS for giving reliable information about the future state 

of traffic. 

 

Data mining techniques were implemented for the 

estimation and prediction of the traffic state variables. Data 

mining processes use computational tools to extract useful 

knowledge from large datasets [10]. Machine learning 

techniques such as k-Nearest Neighbour (k-NN) and 

Artificial Neural Network (ANN) were selected as the tools 

for data mining, based on acceptable performance of the 

same in earlier studies.[5][16][18]. 

 

The k-NN algorithm is one of the simplest data mining 

techniques, widely used for classification and regression. 

It is a non-parametric and supervised algorithm, which 

classifies a new record by comparing it to similar records in 

the training data set. The most common method of defining 

‘similarity’ is based on the Euclidean distance between the 

records. Since the algorithm would be used to estimate 

density based on speed and flow values, the training dataset 

would have speed and flow as inputs and density as target. 

The algorithm will identify the closest/most significant input 

values. When a new data is provided, the algorithm looks for 

the ‘k’ nearest neighbours in terms of Euclidean distance 

which is calculated based on the input. 

 

ANN is a popular machine learning tool  inspired by 

biological nervous systems. Neural network can be trained 

to perform a particular function by adjusting the weights of 

the connections between units. Each of these processing 

units are known as neurons. Neural networks are trained to 

adjust the weights of these neurons so that a particular input 

leads to a specific target. In each neuron, a scalar input is 

transmitted through a connection that multiplies it by the 

scalar weight and then added by a bias value, and then 

applies a transfer function to form an output. These weights 

and bias values can be adjusted to get some desired output. 

The output of this neuron will be the input of some other 

neurons based on connectivity and will be repeated for every 

https://rno-its.piarc.org/en/acronyms#PTZ
https://rno-its.piarc.org/en/acronyms#CCTV
https://rno-its.piarc.org/en/acronyms#CCTV
https://rno-its.piarc.org/en/acronyms#CCTV
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data points for a series of iterations. A network is thus 

developed with the corresponding inputs and targets which 

can give similar outputs when new data is provided. 

 

For the prediction, the same tools are used with the input 

being the time series of estimated density values to find out 

the density values for the future time intervals. The required 

data may be  collected via the abovementioned tools for data 

collection [sec. 3]. This representative data can ideally be 

analogous to Indian roads with heterogeneous and lane less 

traffic conditions, i.e. different class of vehicles like 2 

wheelers, 3 wheelers, passenger cars, bus and trucks etc. 

travelling together with zero lane discipline. Volume, speed 

and occupancy at some locations collected for some 

predefined durations of weeks (3days of weeks, weekends 

etc.), and density calculated from the occupancy by using 

the occupancy-density relation. One week of data used for 

training the machine learning algorithms and the other 

week’s data for validation.[5] 

 

3.1. K-Nearest Neighbour Algorithm (k-NN) 

The k-Nearest Neighbour (k-NN) is one of the simplest 

machine learning algorithms, most widely used for 

classification. It is a non-parametric and supervised 

algorithm, which classifies a new unclassified record by 

comparing it to similar records in the training data set. The 

most common method of defining ‘similarity’ is based on 

the Euclidean distance between the records in the feature 

space. The k-NN regression method is widely utilized 

[10][16], where the output is not a predefined class, but a 

continuous value. This is explained with the help of the Fig. 

2 below: 

 

 
Fig. 3.1 Demonstration of k-NN algorithm 

 

In the density estimation process carried out in this study, 

the flow and speed are inputs to the algorithm to get the 

corresponding density as the output. The blue triangles are 

the trained data points positioned in the feature space based 

on their input values. When a new input is provided (red 

circle), based on its speed and flow values, it occupies a 

position in the feature space. Next, the algorithm looks for 

the ‘k’ nearest neighbours, in terms of Euclidean distance, 

which is calculated based on the input variables. For 

example, if k=3, the output density would be decided by the 

densities of the three blue triangles shown within the dashed 

circle as these are the three closest neighbours. 

 

Let s1, s2 and s3 be the speeds; v1, v2 and v3 the flows; and 

d1, d2 and d3 the density of the data points indicated by these 

triangles. For the test data point (red circle), let the speed be 

s and flow be v which are provided as input and we are 

required to estimate the corresponding density d. Then the 

Euclidean distances are given by equations (2), 

  
     (2) 

Since triangles 1, 2 and 3 are the closest neighbours, any 

distance  

Pi, i ≠ 1, 2 and 3; will only be greater than P1, P2, and P3. 

And the output density of the new record would be 

calculated as a simple arithmetic average as given in 

equation (3) 

 
3.2. Artificial Neural Network (ANN) 

ANN is a popular machine learning tool inspired by 

biological nervous systems and is composed of units 

operating in parallel. Neural network can be trained to 

perform a particular function by adjusting the weights of the 

connections between units. Each of these processing units is 

known as neurons. Neural networks are trained to adjust the 

weights of these neurons so that a particular input leads to a 

specific target. In each neuron, scalar input p is transmitted 

through a connection that multiplies it by the scalar weight 

w and then added by a bias value b, to form the result  

wp+b. This sum is the input for the transfer function f which 

gives an output  f(wp+b). The variables w and b can be 

adjusted to get some desired output is the basic idea. The 

output of this neuron will be the input of some other neurons 

based on connectivity. The transfer function f can be 

hardlim, sigmoid, purelin etc. based on the requirement. 

After passing through all the connected neurons, it should be 

able to produce the desired target.  

 

For the topic under consideration, back-propagation 

algorithm if used for training, automatically recalculates and 

makes the error minimum. The training continues till one of 

the stopping criteria (may be number of iterations, 

maximum number of validation checks, or performance in 

terms of mean squared error) is reached. 
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3.3. Combining k-NN with ANN 

Along with testing ANN and k-NN individually, a fused 

model of the two techniques is also used, [5].The fusion 

methodology adopted is as follows:  

 

The volume and speed are provided as inputs to the kNN 

algorithm. The kNN is required to determine the first k 

nearest neighbours of the new input record, which in turn 

would form the training dataset for the ANN. Once the ANN 

is trained, it can now predict a value of density for the 

original record. The description of the fusion model is 

described in the Fig. 3. 

 

Traffic density estimation and prediction to future is 

achieved using the models as already discussed. The 

statistical measure for quantification of the error in 

estimation and prediction models is the, Mean Absolute 

Percent Error (MAPE), given by the equation (4). 

   (4) 

Where yi is the actual density and xi is the estimated or 

predicted density. 

 

3.4  Estimation of traffic density 

The available data set were divided in to two subsets- 

training data set and testing data set. Four days data were 

taken as the training data set, and testing data set was 

selected as the same days of another week. The training data 

is used to identify the pattern of data and the test data set is 

used for checking the performance. The training set had 

speed and flow data at every 5 minute interval as input and 

the corresponding actual density, obtained from the 

occupancy values, as the target variable (Fig. 4).  

 

 
Fig. 3.2 Model for estimation density 

 

3.5 Summary and Discussions about Research 

Techniques:  

Traffic density is the primary measure for quantifying 

congestion in uninterrupted roadway sections and is defined 

as the number of vehicles occupying a given length of 

roadway. For measuring density directly from the field, 

number of vehicles occupying the roadway section has to be 

measured at a particular instant of time. Aerial photography 

–as a tool for density measurement is very difficult to 

implement; hence, it is usually estimated from other location 

based parameters such as speed, flow or occupancy [21]. 

The data available from automated sensors were utilized for 

testing the models that were developed. The data generated 

by most of the sensors are mainly classified under volume 

and speed. Both these parameters are location based and 

hence may not be of much interest to the users. In this study, 

these data are used for the estimation and prediction of 

density, which in turn can be used to inform users about 

congestion. 

 

The techniques used for the estimation and prediction are 

based on two machine learning techniques: artificial neural 

networks (ANN) and k-nearest neighbour (kNN). A model 

which uses the output from kNN as a training set for ANN 

was also tested. In density estimation, where speed and 

volume were the inputs to estimate the target variable 

density produced MAPE in the range of about 2-5% using  5  

minute interval data. In the density prediction, where the 

densities of the previous time steps were used to predict the 

current density, the MAPE was in the range of 10-12%. 

Thus, the use of data driven techniques like ANN and kNN 

along with automated sensor data are promising for traffic 

state estimation problems for ITS applications in Indian 

traffic conditions. However, combining these two techniques 

did not show any significant improvement in performance 

and hence is not recommended [5]. This may be mainly due 

to reduction in training set in the combined approach, 

indicating that for better performance of ANN , more 

training data is important than providing significant input 

pairs alone. However, the performance is comparable and in 

the case of large scale problems, the training time may be 

saved by using the reduced training set. [courtesy-5] 

 

Table 3.1 Performance of Research Techniques 

Tools used 

Data 

Analysis 

Techniques 

used 

Error-

Rate[MAPE]-

Mean Absolute 

Percent Error 

Remark 

Automated 

sensors data 

KNN 11.69 Individual 

Methods 

perform 

better then 

combining 

ANN 10.01 

ANN-KNN 

combined 

14.86 
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IV. ROADMAP AND FUTURE DIRECTIONS 

 

The previous section discussed the technology side of the 

development in ITS. The following section discusses, some 

issues related to the deployment of ITS and identifies areas 

that are worth in-depth research in the future. 

 

Data plays a key role in the effectiveness and efficiency of 

the ITS. As Barai [22] pointed out, a large amount of data 

that can be used for ITS are, in fact, highly irregular, 

heterogeneous, and high dimensional in ITS. Because most 

data are sampled from either vision or multisource devices 

and are transmitted with various ways, it leads to the 

following three challenging tasks. 

 

4.1) Data Cleansing and Imputing: It is well known that 

traffic data are full of noise due to various known and 

unknown factors. Obviously, it is necessary to perform data 

cleansing to remove the noisy and/or abnormal data in ITS. 

However, the development of an automatic data-cleansing 

process is very challenging. Wu and Zhu [23] attempted to 

fuse data cleansing with data analysis and proposed a noise-

aware data-mining algorithm to detect and remove noise. 

Meanwhile, they refined the data-mining performance by 

estimating the statistical information of different types of 

noise [23]. One major disadvantage of their approach is that 

they assume noise to be of some known form, whereas noise 

in data in the real world in ITS is often random and hard to 

be characterized with a single well-defined probability 

distribution function. 

 

Detector malfunction can also lead to the loss of data 

package during transmission, because the cause of missing 

data could vary, Qu et al. [24] introduced probabilistic 

principal component analysis (PPCA)-based missing data 

imputation, where PPCA is used to capture the main 

structure, and maximum-likelihood estimation is used to 

estimate the missing value. The advantage is that the method 

considers not only local information such as the traffic flow 

data of each day but the global information as well, 

including neighbouring relationships between historical 

data. One major disadvantage of this approach is that the 

underlying linear assumption used in the method does not 

always hold. 

 

4.2) Dimension Reduction: In the ITS domain, most data 

are high dimensional. For example, when one pixel is 

regarded as one dimension, then a vehicle image has 

multiple dimensions. The “curse of dimensionality” issue 

would arise, i.e., as the dimension increases, the number of 

samples must exponentially be increased. Consequently, the 

learning problem can be highly complex. Fortunately, one 

common viewpoint is that data can be generated from a set 

of intrinsic low-dimensional variables. Several dimension 

reduction methods have been proposed in recent years. 

Several newly developed and representative theories include 

manifold learning [24], [25], nonnegative matrix 

factorization (NMF) [25], and kernel dimension reduction 

[26]. Kernel dimension reduction utilizes supervised 

information to guide the dimension reduction to maximize 

statistical independence. It was adopted for pedestrian 

counting with promising performance, as discussed in [27].  

Thus, the aforementioned three methods can help us uncover 

insightful information for ITS data, enabling us to improve 

the performance of learning-driven tasks under a reduced 

dimensional space. 

 

4.3) Sparsity  Heterogeneous Learning: Multiple sensors 

for improving the performance of ITS would generate data 

from different sources. As a result, data sets that are 

collected for transportation management, accident analysis, 

and traffic signal analysis demonstrate a strong 

heterogeneous property, with remarkably different features.  

 

Although heterogeneous data can uncover different facets of 

tasks, how we can compare and fuse the data is still a 

challenging task. The problem can be considered with 

machine learning. There are two major areas in machine 

learning to deal with heterogeneous learning issues. One 

method is to search a common space for the heterogeneous 

data sets. For example, both canonical correlation [28] and 

Procrustes analyses [29] are devoted to aligning two 

heterogeneous data into a common space. These two 

methods assume that transformation between two 

heterogeneous data sets is linear. One natural generalization 

from linear to nonlinear transformation is to use a kernel 

trick that implicitly maps the data into some higher 

dimensional inner product space through the kernel 

canonical correlation analysis [28]. The other method is to 

utilize transfer learning [30], which aims at generalizing the 

regularity learned from one or more data sets into other 

heterogeneous data sets.  

 

V.  CONCLUSION 

 

In this way this survey paper, has discussed the development 

of ITS and several important components of it, including the 

perspective of its data analysis approach. A roadmap for 

future directions for the development and deployment of ITS 

is described, emphasizing the privacy-preserving, people-

centric, scenario-oriented aspects of it. Several related issues 

have been identified for further research, including the 

learning issues for missing values, data cleansing, dimension 

reduction, sparse learning, and heterogeneous learning. We 

also have identified some performance based critical 

observation about research techniques involving data 

analysis part of ITS.  

 

Overall, ITS is a very promising field that can provide more 

functions and services to further improve our transportation 

systems. 
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