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Abstract - Cloud computing is an internet based infrastructure environment service provider. Cloud is a collection of servers 

grouped together located in a different geographic locations connected. Cloud computing has a noble vision to share the 

resources to the user all around. Cloud computing is an upcoming topic for the researchers for the betterment in this field 

around the world. Cloud providers use resource allocation strategy [1], along with energy aware consciousness to reduce the 

energy consumption in massive cloud data centres. This paper gives an outline of a comparative have a look at on the various 

current resource scheduling techniques in cloud computing. 
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I. Introduction - The Cloud Concept 

 

 Cloud computing could be described as online, 

dynamic, sharable resource available. The purpose cloud 

computing is to provide dynamic resource provisioning 

online. It is a model for huge community access for 

permitting ubiquitous, convenient method to a shared pool 

of computing sources [2].   

 

II. Energy Consumption in Cloud Computing 

Environment 

 

 Energy consumption is an important factor in the 

IT Industry. Keeping in view of Grid, Clusters, High 

Performance Computing or simple computer systems, 

energy consumption plays an important role. Cloud 

computing could make available with help of huge data 

centres. Energy consumption would contribute to 50% of 

the working value in facts centres. Consequently, existing 

research has been applied to the Cloud and new specialized 

methods have been evolved. Saving the electricity in the 

data centres, in a huge amount would also needs requires 

hardware and software optimization. Hardware 

development is a lively neighbourhood of studies [3].For 

example, Hardware development is in its development 

[3].The more energy consumption also would be optimized 

with the help of hardware as proposed by using Liturgy et 

al. available hardware relies upon at the effectiveness of the 

algorithms that manage it. To make these data centres more 

energy green there's a need for the development of energy 

green provisioning algorithms. Newly devised energy 

green provisioning algorithms would be tested either in the 

data centre or with the help of simulation software. In the 

case of experiments on a data centre, a simulation tools would 

apply an algorithmic approach to estimate the electricity 

consumption. 

 

III.  Energy Measurement 

 

 One of the important factors in case of energy aware 

research filed is the energy consumption of the data centres. 

The energy consumption would be measured in terms of watts 

and this is symbolized by „W‟. The power consumption in the 

data centres would also be included in the research. In fact an 

average computer would need 200 watts per hour, and a data 

center would be comprised of many systems [6]. Real  

hardware  for  experimental  evaluation  is  now not  

continually  to be had  to  researchers,  who  discover  it  less 

difficult  to  use simulation programs rather. It can be known 

the experimental results with help of the tools such MDCSim, 

CloudSim and Green Cloud. Among the available packages, 

CloudSim has been the most broadly utilized by students. 

New  tendencies  in  research  are  being  implemented and  

distinctive  workload  from  physical hardware is covered. 

CloudSim and other tools can also be discovered in the 

research by means of Goyal et al. Electricity-aware 

simulation tools need to include algorithms for calculating the 

electricity intake related to particular resource utilization.CPU 

utilization is typically assumed to be the main contributor to 

strength intake, an assumption that has been fortified by 

experiments within the Green Computing Lab at Swinburne 

University of Technology, Melbourne, Australia. The 
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electricity consumption of the CPU would be divided in 

regular and dynamic intake. Constant intake is hardware-

based and measured whilst the device is idle. Dynamic 

electricity consumption would depend on the frequency of 

the processor at the same time as executing the workload. 

Dynamic electricity became described as P = C.F3 by Kim 

et al, in which P is the electricity consumption, C is a 

coefficient and f is the frequency of the processor[5]. To 

gain total electricity intake, this price ought to be added to 

the steady electricity consumption. The experiments by 

Lien et al fashioned a hard and fast of regulations that had 

been used and modified through Hsu et al. 

 

IV.  Energy Saving Strategies 

 

 The major strategies implemented for energy 

consumption in Cloud related studies could be known with 

the help of host switching and Dynamic Voltage and 

Frequency Scaling (DVFS). Switching off idle hosts would 

reduce the power consumption and the machine responds to 

the requests with the to be had hosts. The method of 

switching hosts on and rancid has been studied by using 

Mao et al  and extended in Mao and Humphrey, wherein 

the effect on closing dates and cost have been 

investigated[7]. 

The significance of the energy consumption savings 

finished by way of switching off hosts can be due to the 

reality that an idle host nonetheless consumes as much as 

70% of its peak power. DVFS would save the energy 

through lowering the frequency of hosts at the same time as 

retaining them energetic. A strict implementation of DVFS 

decreases the frequency of the processors to a level 

wherein the closing dates are barely met, which could 

cause closing date violations in a touchy system[8]. 

Nonetheless, the server switching and frequency alteration 

have established to be powerful and are commonly used. 

 

V.  Scheduling and Re-Scheduling 

 

 In the Cloud, the available sources are constrained 

and shared amongst more than one packages the usage of 

virtualisation. Each request is assigned to a Virtual 

Machine (VM) then mapped to the physical hardware. 

Virtual Machine Monitoring (VMM) software is 

responsible for hardware virtualisation and the access 

manager of the VMM software program manages the 

Cloud machine via assigning VMs to the physical 

hardware. This is called VM placement or scheduling. 

Scheduling algorithms distribute VMs on multiple hosts by 

using allocating more than one VMs to a hardware/host 

(hardware sharing). If a number is saturated with VMs and 

cannot offer the specified assets, it's miles overloaded and 

taken into consideration a hotspot. An overloaded host will 

increase the risk of hardware failure which may cause 

longer finishing touch instances or deadline violations in 

real-time systems.  A  capacity  solution  for  

resolving  hotspots  is  VM  stay migration, in which a VM is 

copied from a supply server to the destination without 

stopping the execution apart from a short time for transferring 

the VM popularity  with the goal of balancing the burden 

within the device[9]. An unbalanced load leads to longer 

completion times because the overloaded host cannot offer 

sources for VMs when they may be wanted. A longer 

finishing touch time maintains a bunch lively for longer and 

increases the electricity consumption. An vital aspect of a 

properly-controlled records centre is its ability to save you or 

alleviate the hotspot problem. Prevention strategies try and 

cope with the issue on the time of scheduling wherein a 

detection method video displays units the system to discover 

the hotspots. A strategy in load balancing is to agenda 

packages at the hosts and then monitors the system to detect 

hotspots or an imbalanced load. A load balancing method 

based totally on Honey Bee behaviour turned into devised by 

way of Babu and Krishna. The honey bee foraging method 

divides the processors into three corporations, overloaded, 

underneath loaded and balanced. It finds an overloaded server 

and gets rid of VMs from it which can be then assigned to a 

server of an under loaded group. The server is then brought to 

the balanced institution if it's far not over- or under loaded. 

Labelling a server as under loaded /overloaded is taken into 

consideration a threshold primarily based method. The 

scheduling algorithms used inside the experiment consist of 

primitive FIFO and WRR In a have a look at through Singh et 

al the goal is to stability the burden among the distinct entities 

in a information centre. Entities consist of memory nodes and 

network switches as well as processing nodes. The memory 

units are virtualized in addition to processors. A hotspot 

detection algorithm video would display units all entities to 

offer proof of an overloaded node to trigger the migration. 

This have a look at is one of the times of thinking about 

hotspots on switching nodes in community and reminiscence 

gadgets as well as processing units [10]. However the 

virtualisation in memory degree will increase the dependency 

on community connections and capability delays because of 

greater load on network switches. To react to a hotspot a 

multi-objective Bayesian recreation based genetic set of rules 

became proposed by using Sallam and Li, which selects a 

VM, emigrate from an overloaded host. The technique 

minimises the weight volume on every host in addition to the 

electricity consumption in its multi-goal formula. Minimizing 

the burden on each node does no longer assure a better saving 

on electricity as all processors might be saved operating for a 

total load that might be processed through a smaller wide 

variety of hosts even as switching others off. In studies 

through Wood et al a hotspot is described as a load which 

exceeds a predefined threshold fee at the cease of every c 

program language period. In their assessment this threshold is 

75%. The authors did now do not given at the most effective 

threshold fee [11]. The definition of load extent varies inside 

the literature. It is frequently described as CPU utilisation. 
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Better known algorithms had been defined in studies with 

the aid of Wood et al and Tian et al. Eq. Three points needs 

to consider CPU, memory, and network utilisation. In the 

cloud computing filed, the allocation and reallocation  of  

resources are done  dynamically, and it  is  the  high 

consciousness  for  accommodating  unpredictable  needs 

and,  in the end,  make contributions  to  high  go back  on 

funding. Hence, Cloud Computing is making our 

commercial enterprise application more cell and 

collaborative. The  intake  of  electricity  related  with  the 

resources allotment ought to  be  taken  into  account. 

Resource allocation would make use of computing 

resources like bandwidth, power, and telecommunications. 

 
Figure: The system Model for Energy Aware Scheduling Concept 

 

 A  Resource  Allocation  Strategy  in  Cloud 

Computing may be understood as any mechanism that 

objectives  to  assure  the  utility‟s  requirements  are 

attended to exactly by means of the issuer‟s infrastructure. 

Cloud providers offer these computing resources as 

measured services for their customers in a pay-as-you-

move style. Cloud clients, additionally called as tenants, 

request the amount of sources had to carry out sure jobs, to 

the cloud providers. Upon receiving a customer or tenant 

request, the cloud provider, with the help of virtualization, 

creates several digital device on a bodily device (PM) or 

server and allocates the asked sources to it and thereby 

reduces the quantity  of  hardware  and  execution  time.  

The goal of this paper is to awareness on numerous current 

aid  allocation  techniques  in  cloud  computing 

environment  and  thereby  supplying  a  comparative 

study. 

 

 

 

VI.  Importance Of Resource Allocation In Cloud 

Computing 

 

 Resource allocation is a mechanism that has been 

applied in many computing regions, such as running 

structures, grid computing, and records enter management. 

Resource allocation  involves scheduling of activities and 

assigning them to be had sources in an financial way and 

applies premiere algorithms  to  correctly  allocate  physical  

and/or digital  assets  to  builders‟  packages,  for this reason 

minimizing  the  operational  price  of  the  cloud 

environment. The hardware and software program sources are 

allocated to the cloud applications on-demand basis. In case 

of scalable computing, digital machines are rented, which 

isolates the bodily hardware to create precise dedicated 

sources [12]. 

  The order and time of allocation of assets are also 

considered as an input for a good standard Resource   

Allocation Strategy.  It calls for the kind and quantity of 

assets needed by each utility in order to complete a consumer 

process. From the cloud user‟s attitude, for top of the line 

Resource   Allocation Strategy, This   utility   requirement   

and   Service   Level Agreement are predominant inputs to 

Resource Allocation Strategy. 

 

A. Resource Allocation Advantages In Cloud 

      1) The critical gain of resource allocation is that the users 

neither need to put in software nor hardware to get right of 

entry to expand and host the applications over the net and 

scale resources based totally on demand. 2) The vicinity and 

medium aren't restrained. Our programs  and  information  

can  be  without difficulty  accessed anywhere  in  the  global,  

on  any  gadget,  which corresponds to on-call for self 

provider and ubiquitous network get right of entry to. 3) The 

person does not want to shell out extra money on  hardware  

and  software program  systems,  as  these  are to be had  as  a  

provider  in  the  Infrastructure-as-a- Service (IaaS) cloud 

version. 4) Cloud companies, as well as a couple of tenants 

can proportion their resources over the internet throughout 

resource shortage, which forms a part of the useful resource 

pooling feature of cloud computing area. 

 

B. Resource Allocation Limitations In Cloud Computing 

Environment 
       We have Some Open Issues such as 1) since users do not 

maintain possession over the assets however handiest rent 

sources from faraway servers for their cause, they do not have 

control over their resources. Hence users or clients are 

popularly known as tenants and not proprietors. 2) Migration 

problem occurs, when the customers wants to transfer to 

some different cloud company for the higher garage of their 

data.  It is now not easy to switch full-size amount of 

information from one provider to the alternative. 3) In public 

cloud domain, the customers‟ records are vulnerable to 

hacking or phishing attacks. Since the servers on cloud are 

interlinked, it is easy for malware to spread. Hence safety 

problems in cloud are the main boundaries to aid allocation 

method. 4) Peripheral gadgets like printers or scanners may 

not paintings well with cloud.  Many of them require software 

program to be installed regionally and require steady net 

connection to apply and access gadgets and assets, even in 

transit. 5) More and deeper enlightenment is needed for 

allocating and nicely dealing with assets in cloud, seeing that 
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all understanding about the working of the cloud especially 

depends upon the cloud carrier issuer. 

 

VII. Strategy For Resource 

 

        The essential intention of aid allocation strategy is to 

maximize the earnings of each the clients or tenants and the 

cloud carrier vendors in a huge data enter by means of 

balancing the demand and supply within the marketplace. 

The amount of strength fed on, fee incurred to offer 

services over the cloud, quantity of execution time, are the 

major causes of concern in aid allocation method   and 

improvising  the most useful scheduling of responsibilities 

facilitates in minimizing those parameters. The intention of 

any scheduling set of rules is to satisfy consumer call for in 

an monetary manner and the resource  method  takes  into  

account  the  consumer requirements  to  properly  allocate  

resources  and thereby avoid useful resource overload. 

 

VIII. Review On Available Literature 

 

          As it is gone through A Review on available 

Literature... it is found that  All  papers and websites 

provide information related to learning of collective 

behaviour, their existing solutions, methods used and also 

their advantages & limitations.  

         In," Efficient Resource Management for Cloud 

Computing Environments," whose authors are A.J. 

Younge, G. von Laszewski,  Lizhe  Wang,  S.Lopez-

Alarcon  and  W.  Carithers depicts “Green Cloud 

Framework” to optimize energy consumption in Cloud 

Computing Environment. The technique used here is 

Dynamic Voltage and Frequency Scaling (DVFS) within 

clusters and Supercomputers which reduces the operating 

frequency and voltage and this will lead to decrease in 

consumption of power of a given computing resource. The  

relative  aspects  of  this  work consist  of  VM  scheduling  

according  to  minimize power consumption by hosts in 

datacenter and exploit putting multiple VM  on  a  host  to  

reduce  number  of  active  hosts. Yukinori Sato and 

Yasushi Inoguchi divide virtual machines into sub-groups 

according to their size and used Best-fit algorithm to put 

them on host machines; they also defined Over-provision 

ratio value for hosts and tried to find its optimum value.  

 Duy and Inoguchi suggested predictor will help 

the algorithm to make appropriate decisions of turning 

off/on a server that is being under-utilized.  

Benefits: The neural predictor is used for predicting the 

future load demands on servers based on historical demand.  

Liabilities: However neural networks take much time to 

train and react to change slowly on resource demands.  In  

Data Centers, introduced  a  distributed solution  to  

optimize  energy  efficiency  by using   the algorithm  

“Minimization  of  Migration” as suggested by them.  

 

IX. Parameters for Consideration 

 

Benefits - Minimize power consumption and handle strict 

QoS requirements 

 Liabilities - Lacks implementation on a real system and 

experimental evaluation. 

       Data centres point of view optimization can be area 

considered into two sub-phases: “VM Selection” and “VM 

Placement”. Furthermore,  "Adaptive Threshold-Based 

Approach for Energy-Efficient Consolidation of Virtual 

Machines in Cloud Data Centers," introduced new concept of 

“Adaptive Threshold” for host machines which  used 

statistical  prediction  based  on  VM resource  usage  to  

determine  upper  and  lower  utilization thresholds 

dynamically according to host`s load and compared new  

methods  with  all  their  old methods.  Their works in 

composed general base of this work.  

        Benefits: This approach based on heuristics which 

allows a reasonable performance even for large-scales. In this 

the algorithm that is proposed will not ensure the fulfillment 

of QoS and also it is possible to violate SLA due to the 

variability in workload. It is possible to dynamically 

consolidate VM with minimum SLA violation and no of VM 

migration. It is an algorithm that adaptively self-reconfigures 

the virtual machines in large-scale data-centers that are 

virtualized and consisting of heterogeneous nodes. GABA 

Algorithm is based on online-reconfiguration algorithm on 

virtual machines with web server running on them. This 

algorithm can decide efficiently the optimal number of virtual 

machines online for each of the application. It will also decide 

the VM's physical locations according to the dynamic 

environmental conditions and time varying requirement. They  

modeled VMs  and  Hosts  as  genes  and  chromosomes  and  

tried  to find out  best  combination  of  them  In their paper 

they considered CPU utilization as only virtual machine`s 

resource.  

Benefits: It allows self-reconfiguration of data-centers 

without any explicit specifications. It is possible to efficiently 

perform online searching of optimal solutions through 

complex and vast possible configuration spaces.  

         A.Verma, P.Ahuja, and A.Neogi‟s pMapper includes 

different scenarios that involve managing of power as well as 

performance using VMs. pMapper is like a solution provider 

for the most practical possibility, such as, minimization of 

power under performance constraints.  Here,  the  used  

algorithms,  framework  and  the  interfaces  are  being  

implemented  with  commercial  IBM performance-oriented 

workload manager which already exists. There are 

benchmarked Applications on server platforms that are 

virtualized are benchmarked in order to create a utilization-

based power models of the application and server 

combinations and quantify the cost related to virtualization. 

Here it would like to provide the knowledge about the 

structure of the energy aware placement problem which can 

be used for designing application placement solutions that are 
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tractable. In this paper the migration cost models, power 

models are used.   

Benefits: It supports virtualization. It brings down the 

consumption of power as well as loss in performance.  

Liabilities: It does not take into consideration the network 

bandwidth, the memory, and the advanced application of 

idle states.  

        In, "Energy Efficient Allocation of Virtual Machines 

in Cloud Data Centers",  whose authors are Anton 

Beloglazov and Rajkumar Buyya. This paper proposes 

heuristics for dynamic reallocation of VMs. This is based 

on the current resources requirements, along with ensuring 

reliable QoS. Objective of the reallocation to reduce the 

number of physical nodes which are serving the current 

workload; whereas idle nodes are switched off in order to 

reduce power consumption. In contrast to previous work, 

the approach mentioned above can very well handle 

heterogeneous infrastructure, heterogeneous VMs and strict 

QoS requirements. The algorithms does not depend on any 

particular type of workload and also do not require any 

type of knowledge about applications executing on VMs. 

Benefits: The advantages of this paper are Minimizing 

consumption of power and satisfying performance 

requirements  

Liabilities: Considers CPU only as a resource and not disk 

storage, network bandwidth as they also consume 

significant amount of power. 

 
X. Conclusion and Future Work 

 

 This  paper  proposed  a  comparative  analysis  of 

numerous  current  resource scheduling  techniques  in cloud  

computing  surroundings,  taking  into attention  the  strength  

awareness  for  most advantageous overall performance  of  cloud  

statistics  facilities  and  obtain computerized  provisioning  of  

assets.  These techniques  focus  on  various  parameters  such  as 

execution time, variety of VMs, strength consumed, CPU 

utilization, cost, to be had sources and range of  requests.  An  

evaluation  shows  that  dynamic resource allocation with strength 

aware scheduling is the  latest  growing  call for  of  cloud  

vendors in maximizing their income and fulfilling more wide 

variety of  users, with  much less  reaction  time, and  thereby 

meeting the Service Level Agreements. Thus, cloud computing 

enables organisation to reduce total fee  of  possession and  

maximize  the  go back  on funding  on IT infrastructure on 

computing resource  services  and  records  garage.  The  future 

research paintings targets to implement one of the gold standard 

aid  allocation  algorithm  coupled  with  energy conscious  

scheduling  in  a  real  cloud  simulator  and thereby reap the 

experimental outcomes primarily based on the state of affairs and 

metrics to be considered. 

 

References 

 
[1] Youwei  Ding,  Xiaolin  Qin,  Liang  Liu,  Taochun  Wang, 

“Energy  efficient  scheduling  of  virtual  machines  in  cloud with 

deadline constraint”, Science Direct 2015.  

[2] Xiaomin Zhu, Laurence T. Yang, Huangke Chen Ji Wang, Shu Yin 

and  Xiao  cheng Liu, “Real-Time Tasks Oriented Energy-Aware  

Scheduling  in  Virtualized  Clouds”,  IEEE 2014.  

[3] Jinn-Tsong Tsai Jia-Cen Fang, Jyh-Horng Chou “Optimized task 

scheduling and resource allocation on cloud computing environment 

uses Improved Differential Evolution Algorithm (IDEA)”, Science 

Direct 2014. 

[4] Yue  Gao  Ming  Hsieh,  Gupta,  S.K., Yanzhi  Wang  “An Energy-

Aware  Fault  Tolerant  Scheduling  Framework  for Soft Error Resilient 

Cloud Computing Systems”, IEEE 2014.  

[5] Youwei Ding, Xiaolin Qin, Liang Liu, Taochun Wang “More than 

bin packing: Dynamic resource allocation strategies in cloud data 

centers”, Science Direct 2015.  

[6] Jiaxin  Li  ,  Dongsheng  Li,  Yuming  Ye,  and  Xicheng  Lu, 

“Efficient Multi-Tenant Virtual Machine Allocation in Cloud Data 

Centers”, IEEE 2015.  

[7] J M Kaplan, W Forrest, and N Kindler, Revolutionizing Data Center 

Energy Efficiency, 2008.  

[8] S N T Chiueh and S Brook, A survey on Virtualization Technologies, 

RPE Rep, 2005, p. 1-42.  

[9] J Carolan, S Gaede, J Baty, G Brunette, A Licht, J Remmell, L 

Tucker, and J Weise, Introduction to Cloud computing Architecture, 

SUN Microsystems Inc,2009, p.1-40.  

[10] R P Goldberg, Survey of Virtual Machine Research, Computer 

(Long Beach Calif), 1974, vol 7, p. 34-45.  

[11] Vmw Inc, - Jul-2013.  

[12] P Barham, B Dragovic, K Fraser, S Hand, T Harris, A Ho, R 

Neugebauer, I Pratt, and A Warfield, Xen and the Art of Virtualization, 

ACM SIGOPS Oper Syst Rev, 2003, vol 37,  p. 164-177. 

 

AUTHORS PROFILE 

Alekhya Orugonda received the B.Tech Degree 

in Computer Science and Engineering from 

Jawaharlal Nehru University, Anantapur in 

2010. Received M.Tech.(CSE) from Kuppam 

Engineering College, Kuppam. She is currently 

pursuing Ph.D. from Dravidian University, 

Kuppam. Her research work focus on Energy 

aware load balancing in Cloud Computing. 

 

Dr. V. Kiran Kumar is working as an associate 

professor in the department of computer science, 

Dravidian University, Kuppam. He did his Ph.D. 

from Acharya Nagarjuna University in 2013. He 

has 18 years of teaching experience. His research 

areas are semantic web and web technologies. He 

has published good number of journals in the 

same areas. 

 


