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Abstract— Recommendation system is used to generate the recommendations on the basis of the input and processed data. 

This study develops a web usage data mining based recommendation system. To perform the classification and pattern 

matching is the major task of a recommendation system. For the purpose of classification, traditional recommendation system 

prefers the KNN classifiers but the issue was that the KNN performs the classification and pattern matching on the basis of the 

nearest neighbour and thus in this manner, it lacks the scalability and fails to perform the exact matches for the 

recommendation system. Therefore the Naïve Bayes classifier is implemented and analyzed in this study for the 

recommendation system and after simulation, it is found that the Naïve Bayes classifier generates the highly accurate and error-

free recommendations for the users. The JAVA platform is used for simulation and the results are evaluated in the form of 

Accuracy, Error Rate, RMSE and Precision. 
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I.  INTRODUCTION  

Web usage mining or web-based data mining falls under the 

category of data mining or web mining. The web usage 

mining is done to mine the web-based data such as 

information accessed from the web or web pages etc. The 

web usage data facilitate the leading access to the web pages 

available over the web. It is mandatory to gather the web 

usage based information for the purpose of web data mining 

and it can be done by accessing the logs through web servers. 

By gathering and mining the web usage data, the companies 

or organizations can enhance their profit, sales as the web 

usage data mining would make them capable to the produce 

more effective and qualitative results. Web usage data 

mining is also found to be helpful for creating marketing 

skills to outperform the rivals and to promote the business at 

a higher level. It is not embellished to state that the internet 

or World Wide Web has seen to have a great interference and 

impact on the human life. As it has changed out the way to 

learning, business, service providing etc. along with this the 

way of information gathering, assigning and communication 

means has been changed drastically. 

II. RELATED WORK  

In the recent internet-based era, web usage data mining act as 

a key tool for establishing and garnishing the e-commerce 

based businesses. Thus the web usage data mining has 

become the most prominent topic for research works and till 

now, a large number of surveys and researches have been 

conducted in this domain to introduce advanced mining 

techniques. 

A.  Data Classification 

For the purpose of effective and qualitative data mining, the 

authors utilize the concepts such as classification, pattern 

matching etc. Among the classification, the KNN has 

become most popular and suitable classifier for this purpose. 

The KNN can also be employed for pattern matching as it 

matches the patterns on the basis of the factors or parameters 

that are defined by the users.  

In [1], RSS (Really Simple Syndication) reader website was 

developed by simply considering the closed match of URLs 

to the user choice. But after having a review to these studies, 

it has been extracted that the traditional classification 

technique [1, 2] lacks at the point of accuracy due to poor 

selection criteria i.e. the selection was performed on the basis 

of the nearest neighbour which was detected on the behalf of 

the distance factor only. It did not bother whether the 

selected nearest neighbour is an exact match or not. Thus it 

leads to the less effective in the results of recommendation 

system. So the proposed model will first extract the 

information based on Keywords, Tags and Age of the user to 
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classify users into distinct clusters. These clusters are then 

processed by the Naïve Bayes Classifier to provide the 

recommendation to the user. Thus the recommendations 

provided will not only be based on the distance of the nearest 

neighbour but it will also include closure sets of attributes in 

tags. 

In [2], a two-stage algorithm using self-organizing map 

(SOM) and fuzzy k-means with an improved distance 

function to classify users into clusters was developed. 

Results from the combination of SOM and fuzzy K-means 

revealed better accuracy in identifying user-related classes or 

clusters. 

B.  Problem in traditional Classifiers 

In [11], the author implements the KNN for web usage 

mining by using the fuzzy sets to it. After performing the 

simulation, the observations delineates that the fuzzy 

inference system with crisp values manages the low error 

rate in the system. Whereas in [12] the KNN was also 

implemented corresponding to the five other classification 

schemes in order to collaborate the web server based logs 

and web-based information. This was done with an objective 

to classify the user’s surfing pattern and on this basis of this 

pattern, the user’s future requests were predicted. The 

simulation proves the KNN as the most suitable classifier in 

comparison to other classifiers. But the study explained that 

the KNN worked on basis of nearest neighbour approach [1]. 

The fact was that this work lacks scalability and capability of 

selecting the exactly matched pattern for the 

recommendation system. Thus its recommendation quality 

and accuracy of some were doubtful since it performs the 

pattern matching on the basis of the distance or nearest 

neighbour only which is not a factor of matching the section 

as no information of content is there only a match count is 

there. 

III. PROPOSED WORK 

After discussing the bottlenecks of the traditional work in the 

previous section, it has been concluded that there is a 

requirement to develop a new recommendation system in 

order to overcome the backlogs of traditional one. Thus, this 

study is organized with an objective to introduce an 

enhanced recommendation system for web usage data 

mining. The proposed or current system performs the pattern 

matching on the basis of the following factors: 

 Keywords matching. 
 URLs extraction. 

 Age of user matching. 

These factors are introduced to overcome the shortcoming of 

traditional recommendation system which only considered 

the distance as a factor to select the nearest neighbour. 

Another amendment is done by introducing the Naïve Bayes 

classifiers for the purpose of classification. The advantage of 

Naïve Bayes classifiers over other classifiers is that it is 

highly scalable and it is a simple technique for constructing 

classifiers models that assign class labels to problem 

instances, represented as vectors of feature values, where the 

class labels are drawn from some finite set.  Thus it leads to 

the generation of exact patching and is capable induces the 

capability of the recommendation system in the terms of 

accuracy, precision rate etc. 

A. Data  Acquisition 

The proposed recommendation system recommends the 

online data on the basis of the age of the users and category 

of the dataset. The age group is divided into two categories 

where the first category is related to the Sports and 

Entertainment and the second category is related to the 

Politics, Business and World. The proposed Naïve Bayes 

Classification based recommendation system initiates the 

implementation firstly by creating a dataset. The proposed 

dataset is categorized on the basis of the following 

categories: 

 Sports. 

 Politics. 

 Entertainment. 

 Business. 

 World. 

Under above-defined categories, the data is gathered from 

online resources in the form of inbound links and keywords. 

The following table shows the respective URLs for 

considered categories. 

 
Table 1. Sample Dataset Classes 

Category URLs 

Sports http://www.cricbuzz.com/ 

Politics http://www.business-standard.com/politics 

Entertainment http://www.rediff.com/movies 

Business https://www.businesstoday.in/ 

World https://www.nbcnews.com/news/world 

 

B. Feature Extraction 

After creating the dataset, next step is to extract the 

information from created dataset. The information such as 

URLs, keywords and links are extracted from the dataset. On 

the basis of the extracted dataset, the training of the dataset is 

performed.  

C. Classification and Pattern Matching 

The Naïve Bayes classifier is found to be prominent to 

overcome the shortcomings of traditional KNN classifier. As 

the Naïve Bayes classifier works on the basis of the Bayesian 

http://www.cricbuzz.com/
http://www.business-standard.com/politics
http://www.rediff.com/movies
https://www.businesstoday.in/
https://www.nbcnews.com/news/world
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theory and it assigns the most likely class to an available 

instance of the class. In Naïve Bayes classifier, it is assumed 

that the impact of an attribute on a class is statistically 

independent to rest of the attributes in the class. Regardless 

of this assumption, the Naïve Bayes classifier is proved to be 

more efficient from the point of computations, simple to 

implement, scalable for real-world applications the following 

formulation delineates the Bayes rule that is used for the 

classification purpose. 

 

 

 

 

 

 

 

 

 

 

 

 

Initially, the prior probability is evaluated and then the 

probability for respective factors that is keyword name, 

inbound links, age group and keyword count is evaluated. 

After this, on the basis of the probability of individual factors 

the final probability is evaluated. The scoring factor is 

evaluated by combining the final probability and initial prior 

probability. After this if the score is evaluated to be greater 

than the mean of final probability then the recommendation 

system will generate the recommendation otherwise it will 

not. 

IV. RESULTS AND DISCUSSION 

This section depicts the results that are observed by 

implementing the proposed recommendation system. The 

Naïve Bayes classifier is implemented to generate the 

decision from recommendation system. After training the 

testing is done by considering the different portions of the 

dataset.  

 
Figure 1. Error Rate of proposed recommendation system 

The graph in figure 1 shows the Error Rate of the tested 

dataset. The error rate is depicted with respect to the 

different portion of the tested dataset as shown by the x-axis 

of the graph. First of all the testing is done on 70% dataset, 

then 80%, 90% and 100%. The y-axis in the graph calibrates 

the data in the form of the error rate (%) that ranges from 0 

to 40.  

 
Figure 2. RMSE of proposed recommendation system 

 

The graph in figure 2 depicts the RMSE of proposed 

recommendation system. The RMSE refers to the Root 

Mean Square Error. The following formulation is used for 

evaluating the RMSE. It refers to the larger absolute error 

thus it is mandatory to have lower RMSE for an ideal 

recommendation system. 

 

                         √
 

 
∑            

   

                              

 

Where      denotes the predicted rating for the user,       

depicts the actual rating and N refers to the total number of 

rating on the available dataset. 

 
Figure 3. Accuracy of proposed recommendation system 

 

The graph in figure 3 shows the accuracy rate of proposed 

work. Accuracy matrix is used for the purpose of evaluating 

the exact accuracy rate of predicted decision with the 

actually recommended decision. 
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The graph in figure 4 represents the precision of proposed 

recommendation system after simulating it. The Precision is 

known as positive predictive value.  

 

           
                            

                        
             

 

 
Figure 4. Precision of proposed recommendation system 

 

Table 2 comprised of facts and figures corresponding to the 

performance metrics that are evaluated in above section. On 

the basis of the values that are shown in the table below, it is 

observed that the all of the performance parameters are 

evaluated to be efficient and better in all of the test cases of 

the work. The testing with 100% data produces the best 

results as the error rate, in this case, is 22.58065%, Accuracy 

is 78.18182%, the RMSE is 8.842049 and Precision is 

0.721818%. 

 
Table 2. Performance Analysis 

Testing 

Data %age 

Accuracy 

(%age) 

Error 

Rate 
RMSE Precision 

70 70.46632 29.53368 5.43449 0.704663 

80 72.72727 27.27273 5.22233 0.727273 

90 77.41935 22.58065 4.75191 0.774194 

100 78.18182 21.81818 4.670993 0.781818 

 

V. CONCLUSION  

A large number of authors have been done research in the 

domain of recommendation system to generate the best 

decision on the basis of the web generated information. This 

study introduces a recommendation system that generates the 

results on the basis of the keyword names, inbounds and age 

group of the users by using the Naïve Bayes classifier for 

training and testing purpose. The results conclude that the 

proposed recommendation system generates the highly 

accurate and error-free decision. The testing of the proposed 

recommendation system is done on various datasets as shown 

in table 2 and observed to be effective.  

As this study is organized as a proposal work and also found 

to be effective individually, thus, in future to assure the 

efficiency and effectiveness of the proposed recommendation 

system, a comparative analysis could be generated with 

respect to the traditional KNN classifier based 

recommendation system. 
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