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Abstract— The paper proposes a new supervised fuzzy clustering algorithm based on inter-class and intra-class clustering 

technique to create the clusters i.e. fuzzy hyperspheres (FHSs) and pruning technique to prune redundant FHSs which are 

camouflaged by the other FHSs of the same class. The proposed clustering technique finds the centroid and the width of the 

FHS based on the spread of inter-class patterns and then groups intra-class patterns using fuzzy membership function, whereas 

the pruning technique creates the optimal number of FHSs from the FHSs created in the earlier stage. This algorithm is 

independent of parameters, limits the interference of outliers and converges quickly to create an optimal number of clusters. 

The main feature of the proposed fuzzy clustering algorithm is that it camouflages the clustered patterns giving 100% accuracy 

for any training dataset. The performance of the proposed algorithm is tested on eleven benchmark datasets and it is observed 

that the proposed algorithm results are superior and comparable with classifiers using clustering algorithm. 
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I.  INTRODUCTION  

Clustering is a task whose goal is to determine a finite set of 

categories (clusters) to describe a data set according to 

similarities among its objects. So clustering is ubiquitous, 

also called as exploratory data analysis, which works with 

labelled or unlabelled data to form clusters [1]. 

 The applicability of clustering is manifold and immensely 

increasing in pattern recognition [2], image segmentation [3], 

text document analysis [4], speech processing [5], medical 

diagnosis [6], Content-based Image Retrieval  [7], wireless 

sensor network  [8]  etc. The importance of clustering has 

grown fast and persistently over the past recent years in 

engineering and scientific applications. There are 

considerable publications devoted to clustering analysis over 

the past decade. Different Researchers have proposed and 

used various approaches to solve the scientific applications in 

the real world. Almost all clustering algorithms have the 

flaws and are suitable for certain data types. So there is a 

continuous demand for researching different kinds of 

clustering algorithms. This paper proposes an algorithm 

which is independent of almost all the data type and can be 

used in real-world application. 

The rest of the paper is organized as follows. The following 

section II describes the related work i.e. various clustering 

algorithms and the limitations in the recent clustering 

algorithm in brief. In section III maximum spread fuzzy 

clustering algorithm with pruning to construct FHSs is 

described in detail. Results of three case studies are discussed 

in section IV. Finally, section V concludes the paper with 

future scope. 

II. RELATED WORK  

Clustering algorithms are commonly accepted as optimal 

quantization approaches but they are very time-consuming. 

Moreover, the clustering algorithms suffer from their 

dependence on initial conditions. In most of the applications, 

one specific initial condition is chosen to present the results. 

However, using other initial conditions can change the 

performance of the algorithm dramatically. So different 

starting points and criterion usually lead to different 

taxonomies of clustering algorithms [1]. The other important 

aspect is the standards we should use to determine the 

closeness or how to measure the distance between the objects, 

an object and a cluster, or a pair of clusters.  A rough but 

widely agreed frame is to classify clustering techniques as 

hierarchical clustering [9] and partitioned clustering [10]. 

Partitioning methods can be divided into hard clustering and 

fuzzy clustering. Hard clustering provides a hard partition in 

which each object in the dataset is assigned to one and only 

one cluster [11]. For Fuzzy clustering, the restriction is 

relaxed, and the object can belong to all of the clusters with a 

certain degree of membership [12]. Fuzzy min-max neural 

network by Simpson laid to some dimension in formation of 
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clusters [13]. Based on this fuzzy hyperline segment 

clustering neural network was developed as the improvement 

in clustering Fisher Iris data [14]. Neural network based 

clustering has been dominated by Self organizing fuzzy maps 

(SOFMs) and adaptive resonance theory (ART) [15]. Fuzzy 

ART (FA) benefits the incorporation of fuzzy set theory and 

ART [16]. Many clustering algorithms have been developed 

in the past sixty years, among these algorithms, the k -means 

algorithm is one of the oldest and most commonly used 

clustering algorithms [17]. Cluster validation is another 

aspect for various algorithms and applications [18]. 

The proposed work compares and overcomes the limitations 

in the clustering algorithms used in radial basis function 

neural network proposed in [20] [21] like adjusting the static 

parameters, training accuracy, and number of clusters. 

III. METHODOLOGY 

The Maximum spread fuzzy clustering with pruning 

(MSFCP) algorithm to construct the optimum number of 

FHSs is described in the following subsection. It basically 

consists of two steps: a) Creation of FHSs [19] b) Pruning of 

FHSs. 

a) Creation of FHSs: Let Z  be the training set containing 

P  training pairs ( , ),h hX d where hX  is the thh  input pattern 

and 
hd  represents the desired output for .hX  

Consider 
k  be the patterns of class 

kC which is the subset 

of set ,Z  then following steps are executed for K  classes 

and k  is one of the class varying from 1,........,k K . 

Step 1: The distance between the patterns of thk  class with 

inter-class patterns is determined and stored in kA . 

, 1,2,....., 1,2,....., , (1)
k k

k

i j k k
t

A X X i and j t



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Step 2: The minimum of the distance of each pattern of thk  

class with the inter-class pattern is determined as 

                                    kk AB min                                  (2) 

Step 3: Using kB , the pattern 
k

jX  having maximum spread 

is considered to be the centroid of FHS with an initial radius 

equal to 

                                    kk Bg max                                  (3) 

Step 4: Using ,k k

jX g  and the membership function the intra 

class patterns are clustered .The membership function for the 

FHS is defined as 

 , , ( , )j h j j jm X C r f l r  (4) 
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 where l  is an Euclidean distance between 
hX  and 

jC . 

Step 5: Determine the final radius of this FHS by following 

equation 
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Where 
id is the distance between k

iX pattern and the 

centroid k

jX  of newly created FHS, 
jn is the total number of 

patterns clustered by the FHS. 

Step 6: Calculate .k k jn    

Step 7: If 0k  delete the corresponding rows of the 

clustered patterns in kA and go to step 2, else go to step 8. 

Step 8: Repeat the above steps for all classes i.e. till k K . 

b) Pruning of FHSs: Let KQQQ ..,,........., 21 be the set of 

FHSs clustering more than one pattern for each  class, while  

KSSS ..,,........., 21 be the respective set of FHSs which 

clusters only one pattern.These sets  are created using step 

(a) of MSFCP algorithm. The set kQ  and  kS represent the 

FHSs of class k and are defined as 

 knkkk qqqQ .,,........., 21  where kiq  represents the thi  FHS 

of class k and ni .,..........,2,1  and on the same basis we 

define  ..,,........., 21 kmkkk sssS   

The following steps are carried out to prun the  FHSs in 

kS for all classes  where 1,2,................, .k K  

Step 1:In this step the FHSs in kS  are validated by using the 

membership function associated with the FHSs in .kQ The 

FHSs in kS are pruned/eliminated if any of the FHSs in  kQ  

gives the highest membership value in comparision with 

jQ and jS  where kj  . 

Step 2: The final FHSs for the class k  is given by the 

relation ].[ '
kkk SQQ  where '

kS  represents the set of 

unpruned FHSs from kS . 

Step 3: Repeat the above steps till k K . 

 

Testing of MSFCP algorithm: 

Once the final clusters i.e. FHSs are created using the 

MSFCP algorithm, then the performance in terms of 

recognition rate is tested using the following procedure. 

1) Apply the input pattern from the data set to all the created     

FHSs. 

2) Using membership function, calculate the membership 

value of the input pattern for each FHS. 
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3) The input pattern is said to belong to the class whose FHS 

gives the maximum membership value.  

IV. RESULTS AND DISCUSSION 

The MSFCP algorithm has been implemented in Matlab  

2016a. To evaluate its performance three case studies along 

with obtained results are discussed in the following sub-

sections.  

 

Case Study 1: 

To have better understanding of MSFCP algorithm for 

creating precise and optimal number of FHSs, a 2-

dimensional 3 class example is illustrated. The training set 

consists of twenty four 2D patterns: (1, 5), (2, 4.5), (0.75, 6), 

(1, 7.5), (1.5, 7), (0.75, 8), (1.5, 8.5), (1, 9) belonging to class 

1, (1, 1), (2, 1.5), (3, 1.5), (0.75, 3), (1.5, 2.5), (2, 3.5), (3.25, 

4), (4, 1) belonging to class 2 and (3.7, 6), (4, 5), (4, 7), (3, 

8), (3.75, 8), (3.5, 8.5), (3.75, 9), (3, 9) belonging to class 3. 

The scatter plot of these patterns is shown in Fig. 1. 

By using step (a) the MSFCP algorithm constructed four 

FSHs; two FSHs for class 1 and one FSH for class 2 and 

class 3 each. The centroids of class 1 FSHs are (0.75, 6.0), 

and (1.0, 9.0) with radii 2.6101,  and 1, respectively. The 

class 2 FHS centroid is (4, 1) with radius 3.8161. Similarly, 

class 3 FSH centroid is (4.0, 7.0) with radius 2.2361. The 

Fig. 6  shows the constructed FSHs for all 3 classes.The 

detail description of these  created FSHs is explained below. 

 
Figure 1: 2-D  Scatter plot of patterns  

 

Initially as per the MSFCP algorithm, the clustering process 

for the patterns in class 1 is done. As per the step 1, the inter 

class distance of class 1 patterns with class 2 and class 3 is 

calculated. Using step 2 and step 3 the pattern  (.75, 6) of 

class 1 is considered as centroid as it has maximum spread 

with initial radius 2.7951 due to the pattern (4, 6) of class3. 

Later by step 4, (.75, 6) as the centroid of first FHS with the 

radius equal to 2.7951, cluster the patterns of class 1 using 

the defined membership function. The first FHS clusters all 

the patterns except  (1, 9)  as shown in  Fig. 2. Then using 

step 5 we calculate the final radius i.e. 2.6101 equal to the  

maximum distance between the centroid and clustered 

pattern  (1.5, 8.5) which is shown in Fig. 2. 

 

 
 

Figure  2: First FHS of class 1 with centroid and radius 

 

Since one more pattern of class 1 is not clustered so  as per 

step 7 the same process is repeated and the second FHS for 

this class is created as shown in Fig. 3. This FHS clusters  

only one pattern,  so  as per step 5 the final radius assigned is 

equal to half of  the initial radius. As per step 7 the process of 

creation of FSHs for class 1 is over.  

. 

 
 

Figure  3: Second FHS of class 1 with centroid and radius 
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As per step 8 the same procedure is repeated for other 

classes. So for class 2 as per the MSFCP algorithm, the 

pattern (4, 1) is selected as centroid with initial radius to be 

4.0, due to the pattern (2, 4.5) of class 1. Then the  final  

radius  3.8161 is adjusted by using step 5 because of the 

maximum distance between the centroid and the pattern (.75, 

3) of class 2 is 3.8161 which is shown in Fig. 4.  

 

 
 

Figure  4:  FHS of class 2 with centroid and radius 

 

As all the patterns of class 2 are clustered in one FSH we 

proceed for class 3. For this class, FHS with centroid (4, 7) 

and final radius as 2.2361 is created  due to the pattern (3.5, 

8.5) of class 3  as shown in Fig. 5. 

 

 
 

Figure  5:  FHS of class 3 with centroid and radius 

 

Thus, we have created four FHSs for all three classes i.e. two 

FHSs for class 1, one for class 2 and class 3 each.The Fig. 6  

shows these FHSs for all three classes. 

 
Figure  6:  FHSs for all 3 classes without pruning 

 

Now using step (b) of MSFCP algorithm, the second FHS of 

class 1 is pruned as the first FHS of class 1 gives maximum 

membership value in comparision with the other FHS of 

class 2 and class 3. Pruning is not required for class 2 and 

class 3, since these classes don’t have the FHSs having 

clustered single pattern. The constructed FHSs for 2-D 

example of 3 classes using MSFCP algorithm is shown in 

Fig. 7  

 

 
 

Figure  7:  Final FHSs for all three classes after pruning   
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Case Study 2: 

The performance of proposed algorithms is verified using ten 

UCI datasets. The experimental procedure in [20] is 

followed, to have a fair comparison between the MSFCP 

algorithm and other classifiers. The average percentage 5-

fold validation test accuracies are tabulated in Table 1 along 

with the results given in [20]. The results show that MSFCP 

algorithm is superior for five datasets and comparable with 

remaining datasets. 

  
Table  1: Average percentage 5-fold validation test  accuracies 

 

Dataset MSFCP RBF RBF-R RBF-N 
RBF-

WTA 

Hepatitis 88.2 65.0 81.9 81.1 82.1 

Zoo 92.4 83.8 95.2 94.3 96.2 

Glass 75.0 38.7 66.1 66.3 69.1 

Heart 77.0 73.5 81.9 80.5 80.6 

Ecoli 83.5 69.5 78.5 79.3 81.0 

Liver 69.6 53.8 62.2 62.8 61.0 

Ionosphere 90.0 81.5 95.5 95.2 94.3 

Monks-3 83.4 97.5 99.0 95.8 68.6 

Breast 96.2 94.1 96.3 96.4 97.0 

Pima 76.9 71.0 75.3 72.1 73.8 

 

Case Study 3:  
As we are aware, the main issue with the clustering 

algorithms is the number of clusters formed. With this 

perspective, the performance of MSFCP algorithm is 

compared with respect to the average number of clusters and 

the corresponding recognition error rate for the respective 

dataset. Table 2 and 3 show the comparison with the other 

classifiers as specified in [21] with respect to recognition 

error and the average number of clusters. Table 2 and 3 

shows the results which are comparable, and though the 

number of clusters/FHSs are more for some dataset, still the 

computation time will be less as compared to other 

classifiers. The results for number of FHSs created for 

Ionosphere data set is very less in comparision with other 

classifiers. 

The MSFCP algorithm shows good data visualization in the 

clustering process and guarantees the convergence of the 

algorithm after few iterations. Adjustment of static parameter 

is not required during training and testing. The proposed 

algorithm gives 100% efficiency  for all above datasets. 
 

 

 

Table  2: Comparision of Recognition error rate 

 

Dataset 

Recognition error rate 

 

MSF

CP 

Complex 

-valued 

Real 

valued 

RBF

-R 

RBF 

-N 

RBF-

WTA 

Thyroid 7.9 2.95 3.78 4.4 5.3 3.7 

Heart 23.0 17.08 19.68 18.1 19.5 19.4 

Ionosphere 10.0 3.7 7.7 7.14 6.13 4.5 

Breast 3.8 2.9 1.1 3.7 3.6 3.0 

 
 

Table  3: Comparision of average number of clusters/FHSs 

 

Dataset 

Average number of clusters/FHSs 

MSF

CP 

Complex 

-valued 

Real 

valued 

RBF

-R 

RBF 

-N 

RBF-

WTA 

Thyroid 15 19.65 20.78 15.1 18.7 14.6 

Heart 53.2 44.12 46.15 24 27 46 

Ionosphere 37.8 117.12 116.45 65 48 66.6 

Breast 37.4 28.12 29.48 40 35 40 

V. CONCLUSION AND FUTURE SCOPE  

The proposed MSFCP clustering algorithm creates fuzzy 

hyperspheres i.e. clusters on the basis of inter-class and intra-

class fuzzy membership metric with the maximum spread in 

two steps. The created FHSs are characterized by the 

membership function, assuring 100% training efficiency for 

any dataset. During the first step, the MSFCP algorithm 

creates the possible number of FHSs and then by second step 

it performs the pruning operation to reduce the number of 

FHSs. The pruning  operation removes the FHSs clustering 

the single pattern with the help of the FHSs of the same class 

without affecting training efficiency. Randomizing the order 

of clustering may improve the test efficiency as well as the 

number of FSHs formed by MSFCP algorithm. If the outliers 

handling techniques can be implemented before clustering 

then it may increase the test efficiency and reduce the overall 

number of FSHs.  
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