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Abstract— Test case prioritization is the process of ordering the test case executions to meet various testing goals. Improved 

software quality is one of the ultimate goals of software testing process. While dealing with object oriented testing specific 

features like inheritance, polymorphism and abstraction play important role in test case prioritization.  Measures of object 

oriented features in a software component can be used as quality indicators. Some of the object oriented features may 

contribute positively while some may contribute negatively to the software quality. Software components can be ranked on the 

basis of their contribution in overall quality of software. These rankings may be helpful in test case prioritization. This study 

presents a test case prioritization approach based on software quality aspect. We performed an empirical investigation on six 

sequential versions of open source software and analyzed the contribution of various object oriented metrics in quality of the 

software. The work presents a novel technique of test case prioritization that would not only enhance the quality of the software 

but also prioritize the test cases as per fault proneness of the software modules. Proposed approach first investigates the impact 

of coupling metrics on software quality then provides ranking to component classes as per coupling measures. It is observed 

that coupling metrics potentially correlate with the change impact of software.   

 

Keywords— Regression Testing,Test case Prioritization, Machine Learning,Object Oriented metrics, Software Quality, Faults 

Prediction, Object Oriented Testing.

 

I.  INTRODUCTION  

 

Test case prioritizing is to give order to test cases in test suit 

to meet various testing goals. In case of model base testing 

the behaviour of software under test (SUT) is depicted by 

some sort of model. The degree of interdependence of a class 

to other class is described as coupling [1]. It is a well 

established fact that coupling may affect the change 

dependence in software. Tighter the coupling is, higher this 

dependence would be. Coupling can be of two types: static 

and dynamic. To estimate the dynamic coupling of software, 

run time analysis of the software is required. But static 

coupling can be estimated by examining the dependency 

model of SUT. Also it has been empirically established that 

coupling measures of SUT can be used as indicators of ripple 

effect and change impact. The software components with 

high measure of coupling have higher probability of 

containing the ripple effect [2]. There are empirical 

evidences that coupling does affect the structural complexity 

of software [3].  And coupling effect manifest itself 

emphatically when restricted to mutation analysis [4].  Thus 

when software is modified as a part of maintenance activity, 

it is expected that a change in highly coupled component 

would have higher possibility of stimulated faults as  

 

compared to a change in loosely coupled component. In case 

of regression testing, testers generally have the knowledge of 

test case coverage. The prior coverage information 

accompanied with coupling measures can be used to 

prioritize test cases in the subsequent version(s) of the 

software. The underlying hypothesis is that object oriented 

coupling has impact on the software quality. And a low 

quality module is more prone to faults as compared to high 

quality module.   

 

Based on this hypothesis, a novel technique of test case 

prioritization is presented in this research work. This work is 

organized into five sections as follows: Section II describes 

the related work in filed. Section III explains proposed 

methodology for our study. Section IV outlines the empirical 

evaluation. Section V presents conclusions and future 

directions. 

 

II. RELATED WORK  

 

Test case prioritization has been a vast area of research in 

recent years. Diverse studies exist in literature in this 

domain. But most of the research work done previously deals 

with procedural programming concepts. So far, a very little 
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work has considered the impact of object oriented features on 

test case prioritization. This section reviews some of the 

studies that have investigated the problem of prioritization in 

context of object oriented testing. It is found that most of the 

object oriented prioritization techniques have used model 

based testing. Model based testing is a technique to generate 

test cases on the basis of requirements [5]. Prioritization of 

test cases in model based testing uses different models like 

Activity diagrams, Finite state Machines (FSM) models, 

Extended FSM, UML state diagrams, Test Dependency 

Graphs (TDG), Object oriented System Dependency Graphs 

(OSDG) and Event Sequence Graphs.  Research work of [6, 

7, and 8] achieved the prioritization by analysing the changes 

in states of system models with the execution of test cases. 

Panigrahi and Mall [9] used extended - OSDG to perform 

test case prioritization for object oriented programs and they 

used backward and forward slicing techniques to identify the 

model elements that might have been affected by a change in 

software. Highest priority was assigned to test case that 

covered maximum number of such elements. Research work 

of  Korel and Koutsogiannakis [10] experimentally compared 

the performance of coverage based TCP and model based 

TCP.  Results of [10] observed significant improvement in 

early fault detection by model based TCP. Gantait [11] used 

extended UML activity diagrams to generate an intermediate 

model and then generated test cases on the basis of target test 

environment and prioritized them on the basis of coverage of 

transitions in activity model. Kundu et al [12] proposed 

system level test case generation and prioritization technique 

for object oriented testing named System Testing for Object-

Oriented systems with test case Prioritization (STOOP). 

STOOP works on criteria of scenario coverage used 

sequence graphs (SG) models. Jaroenpiboonkit and 

Suwannasart [13] used an approach to find test case order by 

using Test Dependency Graph (TDG). TDG is used to 

represent relationship among the classes of SUT.  Object 

oriented slicing is used to break the cyclic dependency of 

classes and to find the order of testing. Acharya and Mahali 

[14] used UML activity diagrams to model the SUT which 

was later converted into activity graphs. Authors applied 

association rules from the data mining to get frequently 

affected nodes in the model. Vedpal, Chauhan and Kumar 

[15] proposed hierarchical approach for prioritizing test cases 

of object oriented software. Authors  used two level criteria 

for prioritization of test cases. In first level classes used in 

software, are prioritized on the basis of inheritance 

information and in second level test cases are ordered using 

inheritance weights of the classes covered. Authors in [44] 

presents the review of various object oriented coupling based 

test case selection techniques. 

 

III. PROPOSED METHODOLOGY 

 

This section highlights the various components of the 

proposed methodology.   

A. Outline of proposed methodology 

In regression testing modules covered by a test case can 

easily be traced from the prior runs of that test case. The 

modules covered can be analyzed for different OO metrics. 

Out of which, some metrics that are related with software 

coupling can be identified. Each module can be assessed for 

these coupling oriented measures. And coupling based 

weights can be assigned to these modules. From all the 

modules a test case covers; aggregate weight for that test 

case can be computed. Based upon aggregate weights, test 

cases can be provided corresponding ranks. The figure 1 

below gives the outline of the proposed methodology 

 

 

 

 

 

 

 

Figure. 1.  Outline of the proposed methodology 

 

B. Object Oriented Metrics  

Coupling is a measure of inter-dependencies among the 

software components. Features like inheritance, 

encapsulation and polymorphism manifest the 

interdependency object oriented software [16]. Information 

of coupling can be used to predict fault proneness and other 

costs of software [17]. The metrics like Chidamber and 

Kemerer object-oriented metrics suite (CK) [18], Tang & 

Chen metrics [19], Henderson Metrics [20], Li and Henry 

Metrics [21], Li Metrics [22], MOOD metrics [23] and 

QMOOD metrics [24] have been used in literature to assess 

various dependencies in software. Out of these, CK metrics 

have most extensively been used for predicting 

maintainability, fault proneness and quality of software [25]. 

In this research we look forward to analyze relationship 

between CK metrics and the quality of software modules. 

Software modules are weighted as per their contribution in 

software quality. 

 

C. Measuring Coupling in OO software 

In object oriented software, coupling is not only contributed 

by control, data, stamp, hybrid, content and common types 

but also by other types like coupling between objects (CBO), 

Depth of inheritance tree (DIT) and Number of Children 

(NOC). There are different measures of coupling in object 

oriented software like: structural coupling measure, dynamic 

coupling measure, logical coupling measure [26]. Where the 

structural coupling represents the inter connection of various 

structural components like classes, objects and method. 

Structural coupling does not require running the software for 

its measurement. Other types of coupling can be interpreted 

accordingly. Since structural complexity can be estimated 

from models like object relational diagrams (ORD), test 

sequence diagrams (TSG), unified modelling language 

From statistical analysis of 

software determine the various 

coupling oriented OO metrics 

for each class.     

 

Assign coupling weights to classes on the 

basis of some threshold (Ɵ)   

From the clasess covered by a test case 

determine aggregate coupling weight for each 

test case 

Rank the test cases as per these 

aggregate weights  
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(UML) diagrams and dependency diagrams. This study 

utilises dependency graphs to estimate the coupling measure. 

A unit of testing in object oriented scenario can be either a 

class or a method. Similarly the coupling can be method 

level coupling and class level coupling. A class level 

coupling is evaluated and analyzed in this work. Following 

section gives the algorithm to determine coupling weight for 

a component class.  

   

D. Proposed algorithm to determine Coupling weight  
Input: Regression Test Suite T 
Output: Accumulated object oriented coupling weight for every Test case is 

computed  

Step 1. Form a class dependency graph G= (V, E) where V is set of nodes 
and E set of edges. 

2. for every test case TTi compute a set of nodes
GSi 

which 

represents the nodes covered by Ti . 

3. For every node 
SiNj

compute 
 


t

k
CkNjOOc

1
)()(

 

Where t is number of various elements of node 
.Nj

and 
)(NjOOc

is 

total coupling contribution of all t elements present at node 
.Nj

 
4. Compute the accumulative coupling weight covered by each test case 

TTi by  

                        
)(TiWcc

  =
 SiNjNjOOc :)(

 

5. Output  
)(TiWcc

 for every TTi  

 

Figure 2.  Proposed Algorithm to determine coupling weight.  

 

The fig. 2 shown above depicts the steps involved in 

determining the coupling weights of the testing modules. 

 

E. Assigning weight to software components  

Every software module has its own measure of coupling. 

This measure indicates module’s significance in fault 

prediction and quality assessment. Coupling weights can be 

assigned on the basis of derived impact of coupling of 

current module on the quality. In order to validate the weight 

assignment strategy, the correlation and regression analysis 

of coupling with the quality of the modules is performed.  

Also some acceptable threshold (Ɵ) of coupling is required 

to compare the coupling of different components and to 

provide relative weights. Difference of coupling of current 

module and Ɵ would indicate how far the module is from 

acceptable module. And the module that are at greatest 

difference are provide that have most negative coupling 

impact on quality.  

 

F. Quality Prediction Model   

Software quality is a multivariate problem and software 

aspects like inheritance, coupling of objects, cohesion, size, 

cyclometic complexity etc contribute to it. Low software 

quality is one of the derivatives of fault proneness of a 

software component. Object oriented metric like CK, 

MOOD, QMOOD, and Martin’s etc have been used to assess 

the complexity and fault proneness of the software. Basili, 

Briand, and Melo [27] ,Briand et al. [28], El Emam, Melo, 

and Machado[29], Gyimothy, Ferenc, and Siket[30], Zhou 

and Leung [31], Catal, and Diri [32], Alan and Catal [33], 

Singh, Kaur, and Malhotra [34], Malhotra and Bansal [35], 

Xu, Ho, and Capretz [36] are some of the studies that have 

investigated effectiveness of CK metrics in fault prediction.  

The studies advocate that CK metrics are the indicators of the 

fault proneness of software modules. The prediction may 

also be made on other metrics like MOOD, QMOOD and 

Martin’s metrics. There are empirical evidences that 

performance of QMOOD and CK metrics are almost similar 

[37]. Compositions of these metrics may also be incorporated 

to associate fault proneness with these software ingredients. 

In some of studies composition of Martins and MOOD 

performed better than the composition of CK and MOOD 

[38]. Also the metrics have been investigated for fault 

localization [39].But usage of CK metrics suite has been 

most as compared to others. We adopted a multivariate 

regression model to predict the quality of software modules 

in SUT. The model is depicted in brief in next section.  

 

G.  Multiple Linear Regression Model  

Multi-linear regression is the approach of statistical data 

modelling, when the dependent variable and independent 

variables are linearly dependent. And the dependent variable 

is dependent on more than one independent variable.  

Formally it is described as under 

 

Y = β0+ β1X1+ β2X2 + …+ βk Xk + ɛ                               (1)  

Where Y is a dependent variable and X1, X2…Xk are the 

independent variables, β0, β1...βk, are the regression 

coefficients and ɛ is random error variable. The random error 

variable ɛ has zero mean.  

 

H. Independent Variables for study  

The various measures of a class such as WMC, DIT, NOC, 

DIT, RFC, CBO and LCOM control the quality of it. Some 

of these may be favourable for the quality while some may 

affect it negatively. Software with low coupling and high 

cohesion is considered to be more reliable, manageable and 

less prone to faults. To analyze the impact of various metrics 

on the quality of software, we initially considered all of the 

seven as independent variables for this study. All of these are 

static metrics and can be calculated with automated software 

like ckjm [40], JMT [41], and STAN [42].  Where ckm and 

JMT are open source and freeware. And STAN is proprietary 

software. JMT is used to extract these metrics for 6 different 

versions ANT software.  

 

I. Dependent Variables  

Quality of software is dependent on many intrinsic features 

of it. Low coupling is one of such essential features. To 
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estimate the overall quality of software comprehensive 

information regarding testing, design and implementation is 

required. But individual class in software may be assessed 

for quality by analyzing some quantifiable features of it. JMT 

measures the quality of a software mode on the scale of 0 to 

100. Where 0 represents the obvious least value of quality 

and 100 as best.   We estimated the class level quality of the 

software version and considered it as dependent variable for 

analytical purpose. 

 

It should be noted that low quality modules are difficult to 

maintain and are more prone to faults. So estimation of 

quality of module is inherently associated with fault 

proneness it.   

  

J. Test vectors  

Being dependent on multiple object oriented features the 

Object oriented complexity can be modelled multiple 

regression vector. The dimensions of the vector space are 

determined by various variable parameters contributing to 

OO complexity. And a test case that covers various OOPs 

components can also be presented as vector. We call it Test 

vector. It can be modelled like 

   

                                (2) 

 

Where   be the multi – dimensional input 

variables indicting the OO metrics of the software and 

be their corresponding weights.  

 

IV. EMPIRICAL EVALUATION 

 

The independent variables of this model are PIM, WMC, 

WAC, NMI, MNO, DIT, NOC, CBO, and RFC. The Quality 

of the module is the dependent variable. The six successive 

version of Ant software i.e. Ant 1.6, Ant 1.6.1, 1.6.2, 1.6.3, 

1.6.4 and 1.6.5 were statistically examined. The data about 

the various attributes is collected with the help of JMT tool. 

The tables 1 to 6 given below show the statistics of the 

different versions. It is observed that two successive versions 

of the software differ very little. So regression test suite can 

be applied to successive version(s). Also a mathematical 

regression model is derived for each version of the software. 

Quality of the module is a function of independent variables. 

The equations from 3 to 8 shown below are the regression 

models for six different versions. The coefficients in 

regression equation signify the correlation of any OO metric 

with quality. Also the sign of coefficients signify whether the 

correlation is positive or negative.   

 

Table 1. Analysis of Version 1.6.0 
Metric Min Max Mean Standard 

Deviation 

PIM 0 121 13.597 17.099 

WMC 0 100 8.878 10.677 

WAC 0 45 4.237 6.018 

NMI 0 115 11.631 18.592 

MNO 0 30 0.706 1.774 

DIT 2 8 3.098 1.245 

NOC 0 59 0.522 3.228 

CBO 2 50 11.183 8.722 

RFC 0 272 31.817 36.778 

QUALITY 40 100 84.68 14.208 

 

Linear Regression Model-1 
 

Quality= (0.0977)PIM+  (-.6011)WMC+(-0.5031)WAC+ 

              (-0.3049)NMI+ (-0.5049)MNO+(-1.7979)DIT+ 

              (-0.3743)NOC+ (-0.6075)CBO+(0.0665)RFC+ 

              105.1645                         (3) 

 

Correlation coefficient                  0.9419 

Mean absolute error                      3.459  

Root mean squared error              4.7855 

Relative absolute error                 29.4758 % 

Root relative squared error          33.6705 % 

Total Number of Instances          575    

 

Table 2. Analysis of Version 1.6.1 

 

 

 

 

 

 

 

 

 

 

 

Linear Regression Model-2 

QUALITY = (0.0675) PIM + (-0.5686) WMC + (-0.4788) 

WAC + (-0.2831) NMI + (-0.4557) MNO + (-1.8249) DIT + 

(-0.3878) NOC + ( -0.6216) CBO +(0.0658) RFC  + 05.1419      

             (4) 

Correlation coefficient                  0.9376 

Mean absolute error                      3.5186 

Root mean squared error               4.8206 

Relative absolute error                  31.0394 % 

Root relative squared error            34.8752 % 

Total Number of Instances            510    

 

Table 3. Analysis of Version 1.6.2 
Metric Min Max Mean Standard 

Deviation 

PIM 0 121 13.424 16.852 

WMC 0 102 8.835 10.824 

WAC 0 45 4.185 6.067 

NMI 0 112 11.332 18.239 

MNO 0 30 0.654 1.78 

DIT 2 8 3.077 1.228 

Metric Min Max Mean Standard 

Deviation 

PIM 0 121 13.506 16.764 

WMC 0 100 8.79 10.684 

WAC 0 45 4.114 5.861 

NMI 0 107 11.543 18.19 

MNO 0 30 0.696 1.812 

DIT 2 8 3.108 1.238 

NOC 0 58 0.574 3.442 

CBO 2 51 11.103 8.504 

RFC 0 273 30.538 34.113 

QUALITY 40 100 84.716 13.817 
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NOC 0 59 0.552 3.371 

CBO 2 53 10.491 8.337 

RFC 0 273 30.538 34.113 

QUALITY 35 100 84.908 14.198 

 

Linear Regression Model-3 

QUALITY =      (0.0767) PIM +( -0.479) WMC + (-0.4999 ) 

            WAC + ( -0.2901) NMI +(-0.4832) MNO +  

                          (-1.922) DIT + (-0.3871) NOC +  

                          (-0.463) CBO +    104.7885                     (5) 

 

Correlation coefficient                  0.9415 

Mean absolute error                      3.5076 

Root mean squared error              4.7993 

Relative absolute error                  30.259  % 

Root relative squared error           33.8008 % 

Total Number of Instances             552     

Table 4. Analysis of Version 1.6.3 

 
Attribute Min Max Mean Standard 

Deviation 

PIM 0 121 13.32 17 

WMC 0 107 8.899 11.124 

WAC 0 45 4.177 6.148 

NMI 0 115 11.247 18.219 

MNO 0 30 0.678 1.756 

DIT 2 8 3.087 1.21 

NOC 0 60 0.571 3.401 

CBO 2 56 10.358 8.397 

RFC 0 273 30.538 34.113 

QUALITY 34 110 85.037 14.232 

 

Linear Regression Model-4 

 
QUALITY =      (0.0597) PIM  + ( -0.4553) WMC + 

                           ( -0.4829)WAC +( -0.2853) NMI +  

                           (-0.4733) MNO + (-1.8479) DIT + 

                           (-0.3889) NOC + (-0.4651) CBO + 104.5835           

                           (6) 
Correlation coefficient                  0.9403 

Mean absolute error                      3.6117 

Root mean squared error              4.8493 

Relative absolute error                 31.0185 % 

Root relative squared error          33.9862 % 

Total Number of Instances          575 

 

Table 5. Analysis of Version 1.6.4 
Attribute Min Max Mean Standard 

Deviation 

PIM 0 121 13.323 17.001 

WMC 0 107 8.903 11.126 

WAC 0 45 4.179 6.149 

NMI 0 115 11.247 18.219 

MNO 0 30 0.678 1.756 

DIT 2 8 3.087 1.21 

NOC 0 60 0.571 3.401 

CBO 2 56 10.36 8.4 

RFC 0 273 30.538 34.113 

QUALITY 34 100 85.03 14.237 

 

Linear Regression Model-5 

 

QUALITY = (0.0588) PIM + (-0.4548)WMC + 

                     (-0.4827) WAC + ( -0.2846)NMI + 

                     (-0.4736) MNO + ( -1.8471) DIT +    

                     (-0.3887) NOC + (-0.4655)CBO + 104.57     (7) 

Correlation coefficient                  0.9402 

Mean absolute error                      3.6153 

Root mean squared error              4.8524 

Relative absolute error                 31.0457 % 

Root relative squared error           33.9968 % 

Total Number of Instances           575      
 

Table 6. Analysis of Version 1.6.5 
Attribute Min Max Mean Standard 

Deviation 

PIM 0 121 13.325 17.003 

WMC 0 107 8.908 11.129 

WAC 0 45 4.179 6.149 

NMI 0 115 11.247 18.219 

MNO 0 30 0.678 1.756 

DIT 2 8 3.087 1.21 

NOC 0 60 0.571 3.401 

CBO 2 56 10.363 8.403 

RFC 0 306 33.678 41.693 

QUALITY 34 100 85.028 14.24 

 

Linear Regression Model-6 

 

QUALITY =  (0.065) PIM  +(-0.5147) WMC + 

                     ( -0.4857)WAC + (-0.2909)NMI + 

                     ( -0.4916)MNO + (-1.9007)DIT + 

                     (-0.39)NOC + (-0.5369) CBO +  

                     (0.0298)RFC  + 105.0304                              (8) 

 

Correlation coefficient                  0.9394 

Mean absolute error                      3.6305 

Root mean squared error              4.8894 

Relative absolute error                 31.1707 % 

Root relative squared error           34.2482 % 

Total Number of Instances            575  
 
From the regression equations 1 to 8 and tables 1 to 6, 

inference can be made that software quality and various 

modules are inter-dependent. To validate it, following steps 

analysis is performed as described in subsections A and B. 

Subsections C and D describe the prioritization process and 

its validation respectively.  

 

A. Analysis of regression model  

From regression equations 1 to 8 it can be seen different 

versions have almost similar regression equations and also 

the metrics maintain corresponding impacts. Also the value 

of correlation coefficient indicates strong association of the 

metrics with quality of software. It is observed that coupling 

metrics DIT, CBO and NOC contribute negatively in the 

quality of the module and therefore selected as attributes of 
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interest for this study. To validate the results hypothesis 

testing is performed.  

 

B. Hypothesis testing  

Since the proposed work is based on the assumptions that 

coupling metrics affect the quality of the class so hypothesis 

testing is performed to validate it.  To conduct hypothesis 

testing we composed the following NULL and alternate 

hypothesis. 

i) Null Hypothesis (H0):  There is no impact of object 

oriented coupling on quality of the software module.  

ii) Alternate Hypothesis (Ha): Object oriented coupling has 

negative effect on the quality of the software module.  

 

To evaluate the Null hypothesis we performed p-value test 

on all six versions of the software. We obtained value of t-

stat = 35.5186 and p-value as 6.48E-147. With p-value 

<=0.05, the null hypothesis is rejected.  

 

Table 7. Pairwise –Correlation Analysis of metrics 

 

To evaluate the alternate hypothesis, Pearson's correlation 

coefficient (r) is computed. Pearson’s coefficient signifies 

both the direction of correlation and strength of the 

correlation of dependent and independent variables. The pair 

wise value of (r) for DIT, NOC and CBO with Quality of the 

class is shown in table(x).  We calculated the r-values for all 

six versions and it is found that  

i. Quality of the Class is correlated with DIT, NOC and 

CBO measures. On the basis of results obtained the null 

hypothesis is therefore rejected and concluded that 

metrics have impact on the quality of the software.  

ii. Also the correlation coefficients of all tested pairs come 

out to be negative, which indicates that these metrics have 

negative impact on the quality of the software.  

iii. Also CBO is most negatively correlated with the quality 

of the class and hence it has the worse impact on the 

quality of the class. 

 

It is also observed from the table above that CBO is most 

negatively affecting metric to the quality of the software.  

DIT is second most affecting metric and that too affect it 

negatively.  NOC is least affecting metrics as per the results.   

C. Ordering the Test Cases as per coupling measures  

As inferred from the table (X) above, CBO,NOC and DIT  

have negative impact on the quality of the software. Also a 

low quality class is more susceptible to faults. So in order to 

prioritize the test cases ,classes may be ranked on the basis of 

the measures of the CBO, NOC and DIT.  For analysis 

purpose we choose the top ten classes with maximum value 

of CBO. Classes where the CBO is samevalue of  DIT is 

used to provide the ranks and where both CBO and DIT are 

same , value of NOC is used for ranking.  

 

Table 8. Ordering of Test cases using coupling weights 
Test 

Case NAME DIT NOC CBO 

 

Rank  

T1 
IntrospectionHelper 2 0 57 

1 

T2 
Project 2 0 56 

2 

T3 
Execute 2 0 46 

3 

T4 
Jar 6 2 44 

4 

T5 
Main 2 0 43 

5 

T6 
Javadoc 4 0 42 

6 

T7 
Zip 5 1 40 

7 

T8 
AntClassLoader 2 1 39 

8 

T9 
FileUtils 2 0 39 

9 

T10 
Redirector 2 0 38 

10 

 

D. Validation of Results  

To validate the proposed approach, change analysis on two 

versions viz. 16.0 and 1.6.5 was performed.  To detect the 

modified classes the jar files of two versions were compared 

with the help of Jarcomp [44] tool. Highly modified classes 

were identified and mapped with the top ranked classes as 

per the proposed strategy. It was observed that nearly 70% of 

the highly modified classes were correctly mapped to 

corresponding ranks as per the CBO, DIT and NOC weights.   

 

V. CONCLUSION AND FUTURE SCOPE  

 

This study proposed coupling based test case prioritization 

approach for object oriented testing. Proposed work analyses 

the coupling measures in context of regression testing and 

establishes the correlation of coupling with the quality of 

classes of the SUT. Linear regression analysis and 

correlation analysis were used to build the mathematical 

model for quality prediction of classes. A hypothesis testing 

was performed to validate the correlation results. Classes to 

test are ranked on the basis of the severity of the metrics.  

The work may be extended for the other metrics as well. The 

impact of cohesion on quality may also be explored in future 

investigations. 

  

 

 

 

 

 

Version  r (DIT, 

Quality) 

r (NOC, 

Quality) 

r (CBO, 

Quality)  

Null Hypo-

thesis 

1.6.0 -0.54503 -0.10197 -0.77292 rejected  

1.6.1  -0.53711 -0.11226 -0.76455 rejected  

1.6.2 -0.54078 -0.11476 -0.75207 rejected  

1.6.3  -0.5326 -0.10735 -0.7593 rejected  

1.6.4 -0.53239 -0.10723 -0.75953 rejected  

1.6.5 -0.53247 -0.10718 -0.75992 rejected  
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