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Abstract— The cloud computing is gaining the popularity rapidly due to its esteem services benefits and high computational 

demand of social, business, web and scientific applications. The cloud datacenters across the world are consuming high volume 

of energy thus affecting the environment also. The resource allocation in cloud is a key factor to achieve energy efficiency. In 

this paper, we reviewed the energy concept and different kinds of resource allocation schemes being used in cloud datacenters 

and went on to derive a taxonomical classification of these strategies based upon various metrics.  
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I.  INTRODUCTION  

 

Cloud computing has been speculated as the next-generation 

forthcoming computing model, due to its compliment 

benefits in terms of  on-demand service, ubiquitous network 

access, site free resource pooling, and transposition of the 

risk [1]. Cloud technology shifts the computational and 

storage resources from the network core to cloud, so that 

users can access the resources from anywhere on demand 

and cloud service provider charge their users on the basis of 

pay-as-you-go model [2]. As the cloud gaining popularity 

continuously due to its feasibility, CSPs are establishing 

power hungry mega datacenters across the world to provide 

different types of services i.e. computation, storage, and 

networking [3]. These DCs consist of different resource 

capacities and performance levels servers or called Physical 

Machines of various generations and configurations. 

However, DCs are consuming enormous amounts of energy 

that surge total operational cost and carbon footprint to 

execute the user workload [4]. A smart report of Global 

sustainability Initiative (GeSI) stated that, the ICT DCs will 

be amenable for 18% CO2 ejection and carbon emission will 

be 1430 million metric tons [5]. The figure 1 demonstrates 

the CO2 ejection by worldwide DCs nominal by Standford 

University, MCKinsey study and Gartner research [6]. 

Mostly the hardware devices consume their maximum power 

level when they are idle, due to resources underutilization. 

According to [7] servers use nearly 30% of their peak power 

while sitting idle 70% of the time. The maximum power in 

DCs are consumed by hardware infrastructure including 

servers, storage, networking devices and cooling systems as 

well computing resources executing  

 

the user workload and which further gets transformed into 

heat emission. This extremely high temperature in DC 

invokes the problems such as system reliability, availability 

and reduces the life time of the system. Virtualization helps 

to reduce energy consumption through efficient resource 

utilization in cloud datacenters [8]. The reason for this 

enormously tall expenditure of power electricity is not just 

lies in the amount of computation tools employed, or the 

energy inaptness of hardware, but also due the inefficient 

allocation of resources. The inefficient resource allocation of 

the resources not only reduce Total Cost of Ownership 

(TCO), but also influence the environment negatively [9]. In 

present day, there are many penetrating key intentions in 

front of CSPs such as meeting performance constraints under 

uncertainties, dynamic scalability, standardization, fault-

tolerance and reducing energy cost [10]. The major objective 

of the CSPs is to model cost effective and power efficient 

management for itself as well as their end users. Minimizing 

the carbon footprint produced has appeared as one of the 

crucial research context both in industry and academia 

persons. Therefore, CSPs need to renovate the resource 

allocations strategies for achieving the best trade-off between 

energy efficiency and QoS.  

 

The present paper addresses the problem of energy efficiency 

with resource allocation and proposes a detailed taxonomy of 

energy efficient resource allocation techniques. Rest of the 

paper is organized as follows: The relationship between 

energy and power and the concepts of energy efficiency and 

resource allocation are discussed further in this section. The 

section 2 correlates the resource allocation with energy 

efficiency in cloud DCs. The section 3 articulates the 
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taxonomy classification of energy efficient resource 

allocation schemes and the last section contains the 

conclusion. 

 

 
Fig. 1 CO2 Emission from Datacenters Worldwide. 

 

A. Relationship between Energy and Power 

In the context of energy efficiency for cloud datacenter it is 

essential to realize basic relationship between the energy and 

power. The energy and power are nearby connected to each 

other. Electric current is the flow of the electrons in electric 

conductor, which is measured in ampere. Current defines 

amount of electrons move aside by an electric circuit per 

second. One ampere can be defined as the degree of the 

current generated by potency of one volt acting through a one 

ohm resistance. The amount of work performed by a system 

is called as the power. Power is the rate or frequency or rate 

at which the system executes works and it is measured in 

Watts (W). While on other side, the total unit of work 

competed over duration of time is known as the energy [7]. 

The energy is measured in watts per hour (W/h). The rate of 

energy per unit time and energy consumed per hour are 

measured by the power and energy respectively. The 

symbolic relationship of power and energy can be formulated 

as follows: 

  P = 
 

 
 ; E =     ; W = E  

Where T is a period of time, W denotes the overall work 

completed under that epoch of time. In addition, the 

symbolic constants P and E represent the power and energy 

respectively.  For reducing the energy consumption in cloud 

datacenter it is necessary to state the distinction between 

power and energy. Because by always decreasing the power 

consumption it is not possible to lowering the energy 

consumption. The reason behind this is that, by decreasing 

the CPU epochs for an executing program ever does not 

always lead to reduction in adequate power consumption. 

Nevertheless, in this circumstance the executing process may 

postulate large amount of time to accomplish its execution on 

the same unit of energy consumption [7].    

 

B. Energy Efficiency 

The major seed of energy sources for managing energy crisis 

are such as fossil fuels, coal, water, wind, oil, natural gas, 

and other renewable and non-renewable sources. India also 

generating their energy from coal based fuel [11]. However, 

energy demand can partially be fulfilled from non-renewable 

(coal) sources, due to limited number of reserves and deficit. 

A report of World Energy Outlook in 2013 stated that the 

renewable energy sources will be the second largest energy 

sources in the world, due to regular growth of hydropower 

and bio-energy [12]. However, theses renewal and 

nonrenewal energy sources are spot and weather dependent 

and have their respective impactions [13]. A modern scalable 

protraction for energy efficient cloud infrastructure is desired 

that can result in the deficiency in the Greenhouse Gases 

[14][15][16][17]. The enhancement in ICT resource quantity 

and density has straight influence on the end user expenses 

and the TCO [18] [19]. To optimize the operation of a cloud 

DCs, it is crucial to consider minimizing energy consumption 

by including compute and cooling components. Today, there 

are four well conversant perspective to construct the energy 

efficient DCs: (1) minimizing the power radiate in ICT 

infrastructure by the well-tuned decision four resource 

allocation (2) Securing the availability of infrastructure to 

decrease the necessity of the resource replacement (3) 

Enhance the resource utilization by dynamically allocating 

resources (4) Reducing the self-management and flexibility 

as the cost is shared among cloud providers [20]. Generally 

in DCs two well-known strategies: (a) resource virtualization 

and (b) sleep scheduling that helped to enhance the energy 

efficiency. One of the global campaigning organization 

Greenpeace surveyed and examines reality check of top five 

CSPs and reported research facts [21]. According to their 

report it was uncovered that only few CSPs are interested 

toward moving the usage of clean and renewable energy. The 

CSPs must rise with use of more clean and renewable 

powers. The power efficiency of a DC can be measured by 

accounting the two parameters: (1) fuel (coal) intensity; (2) 

clean energy index, the fuel intensity and clean energy index 

calculated and compared with the greatest power requirement 

of the DC. The fuel intensity is the imminent scale of 

electricity originated by coal for DC functions and the 

measurement of the clean energy index is based on the 

amount of electricity required and the renewable power used 

to actuate the DC. At present scenario every CSPs are trying 

to find the relation between power consumption by cloud 

ICT resources and their CO2 emission rate.  

 

C. Resource Allocation Problem 

The resource allocation can be defined as the sequence of 

resource discovery, selection, provisioning, task scheduling, 

and management of resources. The schematic procedure of 

how much, what, when and where to allocate the available 

resources to the cloud consumer application are also 

determined in the resource allocation [22]. In cloud 

paradigm, resource allocation is one of crucial challenge 

because lots of clients are generating fluctuating demanding 

workload at all time. The resources in cloud are available in 

the form of global resource pool, where the request for 
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resource cannot be generated directly, yet can be achieved by 

using the Simple Object Access Protocol (SOAP)/Restful 

Web APIs. The SOAP/Restful maps the user request to the 

demanding ICT resources (CPU, blob Storage, Network 

bandwidth, and system cache). Cloud is potentially viable to 

boost on-demand resource allocation because it manages the 

resources into the form of abundance of resource. However, 

this type of management of resources leads to non-optimal 

resource allocation in cloud. Numerous cloud consumers 

generate a large no of unpredictable and changing request 

along with their QoS requirements simultaneously at any 

time with specified amount of resources and type that they 

need [23]. Generally, cloud computing composed of two 

entities: CSPs and cloud user and offers the multitenant 

environment, where multiple clients generate multiple 

requests. The Cloud User generates a large volume of 

unpredictable and changing request along with different QoS 

requirements simultaneously at any time with specified 

amount of resources that they need. While on another side 

after receiving a CUs workloads, the CSPs analysis the 

matching of task demand to extant computation resources 

and determine its presumption, whether consumer task 

demand  can be served on available computation resources 

along with QoS needs or not. Subsequently after getting the 

resources the CUs run their applications. When the 

consumers accomplish their task they lease back resources to 

the cloud provider. The basic flow of cloud resource 

allocation is shown in figure 2. Another delicious fact 

between both parties is that they have their own specific 

target of monitory benefits. Usually, CSPs wants to gain as 

many as possible monetary with using least amount of 

infrastructure or in other words, they willing to maximize 

TCO throughput by initiating maximum number of VMs 

with using minimum PMs, but can result in performance 

degradation. While on another side, user wish to minimize 

the economic expenditure by expecting that the task can be 

completed on time. In cloud both these parties are very 

greedy in nature and leads to impairment for resource 

allocation decision making, because cloud consumers (do not 

expose the nature of task, source code, data set) and cloud 

provider (do not expose numbers and types of PM) do not 

share information to each other. Thus the CUs never exposes 

their task resource demands because they do not know what 

exactly available. Similarly cloud providers cannot allocate 

resource most suitable for user’s workload, because they 

know the few details about the user. This confidentiality of 

both the parties influences the resource allocation [24]. The 

major objective of Cloud Service Provider regarding the 

resource allocation is the analysis of the workload’s 

characteristics according to available resources, and reduces 

power consumption by energy efficient resource allocation. 

Optimizing the QoS parameters scales the proficiency of 

resource allocation rather than optimizing the type of 

resource distributed to the end-clients. The problem of 

resource allocation must be based on such criteria as Quality 

of Service (QoS), service needs, time, budget, energy 

efficiency, and effective utilization of resources [25]. The 

CSPs allocates DC resources in dynamic fashion for their 

users and charge them pay per used based and granted 

reliability oriented services. 

 

Resource allocation problem is absolutely sophisticated due 

to unpredictability of workload  and requires certain 

assumptions considering: (1) set of workflows task for 

resource needs (2) set of functioning PMs,(3)Workload 

consolidation according to SLA,(4) reduction in total 

operational cost by reducing power consumption and 

resource cost. Hence, the problem domain of resource 

allocation involves reasonable resource provisioning and 

need renovation according to the energy efficiency and QoS 

balance.  

 
Fig.2. Elementary Cloud Resource Allocation [26]. 

 

II. RESOURCE ALLOCATION WITH ENERGY 

EFFICIENCY 

 

The intention of energy inefficiency in CDCs across its 

infrastructure is crucial and has accepted broad identification 

in cloud. The energy efficient resource allocation problem in 

cloud can be defined to be as “the problem of selecting, 

deploying, allocating, runtime adjustment of the instant 

available resources in a way the requested services can 

obtain their QoS in inexpensive way, so that the resource 

utilization can be increased as well as the financial and 

environmental cost can be reduced”[27]. Energy efficient 

means that the compatible resource allocation must made be 

for appropriate user workload at appropriate amount of 

energy cost. In addition, energy efficient resource allocation 

not only maximizes the throughput, but also reduces the 

amount of resources that helps in saving energy. Some key 

points that are very helpful for making energy efficient 

resource allocation decision: (a) system monitoring to 

monitor the performance of resources, (b) well-tuning and 

tracing the QoS needs, (c) tracking the user’s task request (d) 

determination of the price according to the resource usage, 

(e) Workload consolidation according to SLA (f) keeping the 

resource usage history, so that the resource allocation can be 

made intelligently. A modern scalable mechanism for energy 
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efficient cloud infrastructure is desired that can result in the 

deficiency of CO2 emission. At present energy efficient 

allocation of resources in cloud computing paradigm has 

been an affinity for researcher [28]. 

 

III. TAXONOMY OF ENERGY EFFICIENT RESOURCE 

ALLOCATION SCHEMES 

 

The cloud computing resource allocation strategies are 

designed by employing the various techniques to produce the 

best trade-off between energy and SLA. Although, one 

interesting key point which we have noticed in literature is 

that the resource allocation is also recognized with another 

signatures such as dynamic resource allocation, resource 

management and Virtual Machine Consolidation (VMC). 

The dynamic VMC is the most widely used approach for 

saving energy  with low SLA violation and power preserving 

is obtained by bringing the idle or under loaded hosts or 

servers into power saving modes with the use of  VM 

consolidation. We have designed a taxonomy of most energy 

efficient and prominent resource allocation schemes that 

have been formed to gain energy efficiency with low SLA 

violation for cloud DCs. This section explains a thematic 

taxonomy based on various metrics such as resource 

adaptability, optimization objectives, allocation methods, 

optimization strategies, allocation operation, target resource 

type, target system and resource level. The taxonomy has 

been presented in fig. 3. 

 

A. Resource Adaptabilities  

The resource adaptability attribute indicates the degree to 

which an energy aware resource allocation is potentially 

viable to accommodate to dynamic circumstances also called 

uncertain condition. Based on the nature of techniques the 

allocation strategies can be divided into three categories: (1) 

predictive, (2) reactive, (3) hybrid. 

 

In order to adjust the resource allocation, predictive resource 

allocation technique can anticipate and seize relationship 

among service QoS goal, energy efficiency, present allocated 

resources and workload patterns of the users by using past 

knowledge driven machine learning techniques. This past 

knowledge is earned through the monitoring activity. In 

prediction technique resource allocation depends on the 

feedback outputs of the machine learning techniques such as 

neural network genetic algorithms, reinforcement learning 

[29][30]. The reactive resource allocation adapts availability 

of the resource, application requirements and analyses long 

term resource allocation. The reactive mechanism is very 

attractive because of two reasons no previous resource   

performance data and workload requirements. Reactive 

approach responds fast to changes in workload demands but 

has few importance because of some issues like; lack of 

forecasting, instability and high provisioning prize [31].The 

workload behaviour is predicted by the workload predication 

models by accounting the resource requirements of 

applications. While the performance of CPU, storage, and 

network is forecast by the resource performance model. The 

predication resource allocation techniques depend on 

resource performance data and particular distributions. The 

prediction mechanism is costly in terms of storage and 

processing time complexity. Hybrid resource allocation 

combines predictive with reactive allocation techniques and 

accomplishes substantial improvements in: meeting SLAs, 

conserving energy, and reducing provisioning costs. Hybrid 

allocation approaches out performs predictive and reactive 

resource allocation strategies when performance, power 

consumption, and number of changes in resource allocation 

are considered [32]. 

 

B. Optimization Objectives 

Each resource allocation strategy has its own different 

optimization objectives: Energy efficiency yield to monetary 

profits by reducing the power consumption. Efficient 

resource utilization process the workload without 

compromising the QoS objectives under the constraint of less 

computing resources to be used. The aim of achieving the 

energy efficiency optimization not only to maximize the 

monetary benefits but it is worldwide pressure from the 

academia is to reduce the power consumption in the DCs for 

environmental safety. For achieving best trade-off between 

energy efficiency and QoS various VM consolidation 

techniques have been proposed [33][34][35]. Many of the 

researchers proposed resource allocation techniques that 

increase the resource utilization. The resource utilization 

helps the cloud providers maximize the revenue by assisting 

several customers as possible and reducing the operational 

expenditure by consolidating the workload on fewer 

machines. The relation of energy consumption and resource 

utilization is directly related and the QoS depends on the 

response time, latency, and throughput in cloud computing 

[36]. 

 

C. Allocation Method 

According to the resource allocation method used, the 

resource allocation strategies can be categorized into two 

different categories such as Power-aware and Thermal-

aware. The objective of power-aware strategies is to 

maximize energy efficiency with maintaining the rate of SLA 

violation [37]. The power-aware strategies can be applied in 

hardware and software and are also helpful to reduce energy 

expenditure.  Resource utilization and workload history 

information is used to make the power-aware decision to 

reduce the energy wastage. While on other side thermal 

impact due to the workload placement is forecasted in 

thermal aware resource allocation techniques to keep the 

operating system into the operating temperature [38].  

The thermal-aware resource allocation technique takes the 

temperature as the key consideration for allocation the cloud 

DC resources. The objective of thermal aware strategies is to 

reduce the inlet temperature that minimizes the significant 

cost of cooling.   
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Fig.3. Taxonomy of Energy Efficient resource Allocation Schemes 

  

Thermal- aware resource allocation and scheduling strategies 

keep all processing elements and data storage components 

within the temperature threshold limit to increase the energy 

efficiency and maintain the SLA by ensuring the availability 

of the system [39].  

 

D. Optimization Method 

Various optimization and mathematical models have been 

used by different researcher for resource allocation 

techniques. The optimization method metric represents the 

mathematical model practiced in various resource allocation 

strategies to find out the optimal or near-optimal solution for 

maintaining best balance between energy and SLA [40]. The 

problem of resource allocation cannot be solved by using the 

polynomials time algorithms, due the unpredictability nature, 

or fluctuating workload of emulative cloud user. The various 

optimization models have been found in energy efficient 

resource allocation schemes such as integer programming 

[41][42], liner programming[43], statistical optimization 

models [8][44][45], greedy optimization[46][47], greedy, 

fuzzy  and bio-inspired optimization[48][49][50][51]. 

However, statistical optimization and bio-inspired models are 

costly in terms of mathematical computation in comparison 

of greedy, liner, integer optimization models; this is due to 

the number of iteration and computational complexity and 

stochastic process used to calculate the final result.   

 

E. Allocation Operation 

Service migration is the process of relocating the local data 

of an executing task instance from one physical machine to 
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another physical, but the destination server must have 

sufficient amount of resources. The service migration 

features of virtualization enables the distribution of workload 

dynamically from over loaded server to under loaded server, 

[52]. Various energy-aware strategies have been developed 

to spot out overload and under loaded servers in order to 

maximize the energy efficiency. The aim of service 

shutdown is to free up active servers to reduce the power 

consumption in DCs but before switching off the servers, all 

the executing applications must be consolidated  and 

migrated to others servers [53][54][55]. However, aggressive 

service migration, service shutdown and consolidation lead 

to performance degradation.   

 

F. Target Resource Type 

The target resource type metric represents the granularity 

level and types of resources allocated to user request. In 

CDCs heterogeneous types of resources are used to execute 

the user’s workloads such as VMs, CPU, Memory, Storage, 

bandwidth and different networking switches. The target 

resource type field represents the pivot resources for which 

the resource allocation schemes are designed by researchers 

with the purpose to make the cloud DC green. At present 

current resource allocation schemes distribute the resources 

at various granularity levels. Some of the researcher have 

been developed the resource allocation strategies by 

considering CPU as the main component that consumes 

maximum amount of power of a physical machine in cloud 

DCs. The resources are allocated to the user application after 

optimizing the CPU utilization history of the PMs [35] [49] 

[58]. Some of the energy efficient resource management 

have been developed on the basis of multifactor i.e. CPU and 

Memory and improves the energy efficiency significantly 

[48] [61]. To allocate the resources in more energy efficient 

way some of the schemes have been developed by 

accounting CPU and network bandwidth, so that the VM 

allocation can be reallocated under the expected energy and 

SLA violation rate [62]. In the same way VM allocation 

shows the VM’s placement on a PM. Likewise, storage 

allocation signifies the allocation of storage resources to 

VMs.  

 

G. Target System 

The target system attribute indicates the categorization of 

underlying servers for which the resource allocation schemes 

have been constructed. The servers in DCs are categorized 

into three different categories homogeneous, heterogeneous 

and hybrid. Homogeneous clusters consist of servers with 

identical capacities and performance level, while the 

heterogeneous clusters consist of servers with different 

resource capacity and performance grades. The hybrid cluster 

is the collection of homogeneous and heterogeneous ones 

[55]. Hadi khan et al. proposed a green power management 

for the distributed consolidation of the VMs using game 

theory and conducted experiments on the hybrid 

infrastructure to show that game converges to a Nash 

equilibrium after a finite number of migration, so that 

convergence time is bounded. Mohan raj et al developed a 

thermal aware adaptive heuristics for energy efficient 

consolidation of virtual machine for achieving energy 

efficiency. The targeted IaaS cloud DC is hybrid [56].  

 

H. Resource level  

The resource level attribute indicates kind of stages on which 

the resource allocation has been developed in different 

approaches. According to the literature survey the resource 

allocation generally found on three levels namely VM level, 

Host Level and DC level. Cho et al allocated the used task to 

the VM for making the proper load balancing and power 

optimization and proposed and proposed a dynamic resource 

allocation mechanism for energy optimization [64]. To 

allocate the available resources to the cloud workload in 

power efficient way many of the VM placement or allocation 

policies such as FFD, MBFD, PABFD, GPABFD, OBFD 

and SABFD have been found [56][57][58][59][60]. These 

VMs are directly mapped on to the hosts level (must have 

sufficient amount of resources) by using the different 

optimizations approaches like greedy [46], game theory [56], 

integer programming [41][42], liner programming[43]. In 

CDCs compute resources are the main key point where the 

energy is consumed most of the time. However, it is not 

always true as the networking switches, server racks and 

cooling systems also employ the significant amount of power 

[28][5]. In order to minimize the overall energy consumption 

at DCs the researcher allocated the resources by considering 

the networking switches, server racks, and cooling 

components of the DCs. Sina proposed a structure-aware VM 

consolidation strategy to improve the energy consumption of 

both the compute and cooling system. The proposed system 

enhance the energy efficiency of the overall DC by 

developing algorithms that takes into account DC 

configuration [63]. 

  

IV. CONCLUSION 

 

The worldwide establishment of huge CDCs has led to the 

enormous amount of energy consumption and increase in 

CO2 emission. The present paper briefly investigated the 

relationship between energy and power and explored the 

concept of resource allocation with energy efficiency and 

QoS. The paper discussed the significance of resource 

allocation in achieving energy efficiency and reviewed 

various existing resource allocation strategies. Finally, a 

taxonomy of energy efficient resource allocation schemes 

based on various attributes is presented. Energy efficient 

allocation of cloud DC resources to the user application is a 

challenging task and paves the way of further investigations 

for the researchers. Further, new methods for energy efficient 

resource allocation can be proposed by incorporating the 

techniques based on machine learning and soft computing. 
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