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Abstract— Extractive Single Document Summarization (SDS) is the task of summarizing a single document via extracting 

importance sentences verbatim and arranging them in a cohesive manner. It is different from Multi-Document Summarization 

(MDS) where multiple source documents are processed to generate a single summary. This paper proposes a two-stage 

mechanism to perform single document summarization via multi-document summarization technique. The approach involves 

the use of popular extractive summarization algorithms to generate summaries which are then further processed as multi-

document summarization instance. The MDS approach used is based on word graph based sentence fusion followed by 

concept-based Integer Linear Programming (ILP) method for maximizing the coverage in sentence selection. The proposed 

system outperforms each of the single document summarizers by at least 2.6 percent point ROUGE scores, thereby indicating 

that performing single document summarization via multi-document summarization is a promising venue for further research 

in summarization.  
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I. INTRODUCTION  

Automatic Text Summarization (ATS) involves 

automatically condensing the text document(s) while 

retaining the crux. In this age of information overload, 

automatic text summarization is a vital requirement for 

consuming information. The challenge comes with an 

increase in the number of documents for the same topic and 

the length of the document for creating a summary. Thus, 

this has been an active area of research in the field of Natural 

Language Processing (NLP) [1, 2, 3].  

Based on the number of documents fed as an input to the 

system, ATS approaches can be classified into single 

document summarization (SDS) and multi-document 

summarization (MDS). In single document summarization, 

the output summary is created from a single source 

document. The summarization system relies on a cohesive 

piece of text with very little repetition of facts. In multi-

document summarization, more than one source document is 

used for summarization. Multiple documents lead to an 

increase in redundancy which needs to be minimized by the 

summarization system while maximizing the important 

information. 

Based on the type of output, ATS approaches can be 

classified into extractive summarization and abstractive 

summarization. In extractive summarization, the important 

sentences are taken verbatim from the source document and 

arranged in a cohesive manner. In abstractive summarization, 

important concepts from the source document are understood 

and re-phrased using natural language. It requires deep 

linguistic knowledge to generate grammatically correct 

language constructs while reconstructing the sentences.  

Abstractive summarization approach correlates to the 

humans approach of summarizing the articles. 

Besides these, there are other variations of summarization 

based on the user need like indicative summarization [4, 5], 

informative summarization [6, 7], query-based 

summarization [8] etc. 

In this work, the focus is on extractive single document 

summarization. The main challenges in extractive 

summarization are: 
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1) Finding the most salient sentences 

2) Minimizing the entity references not mentioned in the  

selected sentences              

 3)  Arranging the chosen sentences in a cohesive manner. 

These challenges are further accentuated in case of extractive 

multi-document summarization, where the salient sentences 

may come from multiple sources, thereby making reference 

resolving and sentence ordering more challenging. It is 

intuited that an extractive MDS system is bound to work well 

on the SDS case, at least for the second and third challenge. 

Through this paper, the following question is raised: 

“Can extractive SDS be improved using extractive MDS?” 

Many extractive SDS systems have been proposed over the 

years. They propose different mechanisms for salient 

sentence detection. However, none of them is a complete 

mechanism by themselves.  

So this paper investigates the above question in the following 

manner: an extractive SDS is performed using MDS in a 

cascading manner. The approach involves passing the source 

document through a set of SDS algorithms as stage 1, which 

will reveal different sets of salient sentences. Then the 

original source document, along with the outputs of these 

SDS algorithms is given as input to a MDS algorithm as 

stage 2, which will generate the final output summary. As a 

result, the final summary will have sentences whose saliency 

has been determined via multiple SDS approaches, and that 

the sentence ordering will be taken care of by MDS 

algorithm. Thereby, it is expected that the final MDS 

generated summary will be better as compared to individual 

SDS summaries. Our preliminary investigation reveals that 

this is indeed the case, with the MDS summary having an 

average of 2.6 percent point better ROUGE score as 

compared to the SDS summaries. This work justifies further 

investigating SDS through MDS approaches.   

The rest of the paper is organized as follows: section II 

discusses some of the approaches used for single document 

summarization, multi-document summarization and some 

ensemble approaches experimented in the past for 

summarization. Section III describes the experimental setup 

including the data used and the method followed for the 

experiment. Section IV discusses the result and its analysis 

followed by conclusion in section V. 

II. RELATED WORK  

 

Automatic text summarization has been actively pursued 

over the years, with the main focus on detecting important 

sentences. Some relevant works have been discussed here to 

understand the approaches experimented so far.  

For extractive single document summarization, Silber and 

McCoy experimented with creating lexical chains and 

scoring them to select the sentences for extractive text 

summarization [9, 10]. Gong and Liu used information 

retrieval method to rank the relevance of sentences followed 

by latent semantic analysis to select the important sentences 

for extractive summary creation [11, 12]. Similarly, 

Harabagiu and Lacatusu developed a framework for a single 

document and multi-document summaries based on 

information Extraction techniques [13]. Erkan and Radev 

introduced a probabilistic graph-based ranking method 

known as LexRank for finding the important sentence from 

the document [14]. Sornil and Gree-Ut combined content-

based and graph-based techniques for sentence extraction 

using Hopfield Network algorithm for ranking the text 

segments [15, 16]. Smith et al. experimented with 

coreference links to create more cohesive summaries [17]. 

The rank of the sentences is based on the number of out-links 

and in-links of coreference. Cheng and Lapata presented a 

neural framework using hierarchical document encoder and 

an attention-based extractor [18]. Nallapati et al. also 

proposed SummaRuNNer, a Recurrent Neural Network 

(RNN) based model for extractive summarization [19]. 

Garcia et al. experimented with coherent extractive single 

document summaries using Integer Linear Programming 

(ILP) approach with competitive results [40].  

For extractive multi-document summarization, Radev et al.  

developed a comprehensive framework for summarization 

which combined various summarization algorithms like 

position based, centroid-based, largest common subsequence 

etc. [20]. Celikyilmaz and Hakkani-Tur proposed a hybrid 

model for multi-document summarization [21]. The hybrid 

model combined a generative model for pattern discovery 

and a regression model for inference. Fattah  also suggested a 

machine learning based hybrid model for sentence extraction 

[22].  Cao et al. proposed a sentence-ranking framework 

based on a recurrent neural network model [23]. Hirao et al.  

used Integer Linear Programming (ILP) formulation to 

obtain a compressive summary for a multi-document 

scenario with promising results [24]. Gillick and Favre used 

ILP for creating a maximum coverage model by minimizing 

the redundancy and compressing sentences based on parse 

trees for summarization [37].  

Besides the above discussed approaches, some work was also 

found dealing with the ensemble or combining techniques. 

Galgani et al. experimented with a rule-based hybrid 
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approach for combining legal documents and using a 

supervised learning approach for catchphrase extraction from 

legal domain documents [25]. Hong et al. proposed a 

pipeline approach for multi-document summarization by 

combining the summaries from four portable unsupervised 

summarizers [26]. A supervised model is further used to 

select the resulting summary from the four candidates. 

Recently, Dutta et al. experimented with supervised and 

unsupervised ensemble approach using off the shelf 

algorithms for summarizing the contents of micro-blogging 

sites like Twitter with promising results [27]. So Galgani et 

al. and Dutta et al. approaches are designed for small text 

scenarios (catchphrase extraction and micro-blogs) and are 

not directly applicable to larger texts [25, 27]. While Hong et 

al. [26] do use cascading, they have done it directly for 

multi-document summarization [26].  

Applying the cascading approach for SDS using the MDS 

technique on larger texts is the precise research gap that this 

work is attempting to fill. The intuition behind the idea is 

that ”Repetition of a concept adds emphasis and strengthens 

a point in human writing”. Here MDS is expected to induce 

emphasis on concepts to be covered. 

 

III. EXPERIMENTAL SETUP 

A. Dataset 

For the experimentation, the DUC 2001 dataset
1
 released as 

the part of Document Understanding Conference 2001
2
 

shared task on document summarization is used. The dataset 

consists of the summary dataset for both single document 

and multi-document summarization task. For the experiment 

here, only the single document dataset of 303 articles and 

their corresponding human-written summaries that are 

abstractive in nature is used. The dataset is from generic 

news domain. A sample of sentence tokenized input article 

and its corresponding reference summary is shown in Figure 

1 and 2 correspondingly. 

                                                           

1 https://www-nlpir.nist.gov/projcects/du/data/2001/ 

2 https://duc.nist.gov/ 

 

Figure 1. AP890722-0081 article from DUC 2001 dataset 

 
Figure 2. AP890722-0081 reference summary from DUC 2001 

dataset 

B. Method 

For creating an extractive single document summary, the 

steps followed are shown through program flow in Figure 3. 

The input document for summarization was preprocessed for 

sentence and word tokenization. The tokenized input was 

then stemmed using the NLTK's porter stemmer and stop-

word removed. The preprocessed input is given as input to 

the following algorithms implemented using various python 

libraries: 
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1. Frequency Summarizer (FB): A simple word 

frequency based summarizer was coded using NLTK 

library of python. Based on the word frequency 

sentences are ranked after adding the frequency of each 

word in the sentence. The process involved creating a 

frequency-table individually for each document. A 

sentence score is calculated by the summation of each 

word frequency in the sentence and normalized with the 

length of the sentence. Once the sentences are scored, all 

the sentences above a threshold level are included as the 

part of the summary in ranking order.  

2. Kullback–Leibler divergence algorithm (KLD): The 

Kullback–Leibler divergence is a statistical measure of 

the difference between two probability distributions 

[28]. It is calculated as in given below in (1). 

          DKL(P ||Q) = P(i)log
P(i)

Q(i)
i

å                  (1) 

With reference to extractive summarization, the 

algorithm attempts to find summary sentences that 

match the input document unigram distribution. The 

algorithm greedily adds sentences to a summary until 

the KL divergence value decreases from a threshold 

value [29]. This approach is also known as relative 

entropy algorithm. 

3. LexRank algorithm (LR): LexRank algorithm is a 

graph based unsupervised approach inspired by the 

PageRank algorithm [14]. A graph is created based on 

sentences as nodes and edges as similarity measure 

calculated using IDF-modified cosine similarity as given 

in (2) for each document.  
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(2) 

From the similarity matrix obtained above, the sentences 

above the threshold are taken as summary sentences in 

the ranking order. In order to avoid highly similar 

sentences to be chosen for the summary, the sentences 

with similar scores to already included sentences were 

discarded.  

4. Latent Semantic Analysis algorithm (LSA): LSA 

works at the semantic level by representing the 

document as a bag of words and clustering them to find 

the underlying concept of the document [11, 30].  

 

Figure 3. Steps followed for SDS using MDS 

 

A term × sentence matrix is created for each sentence in 

the document. The matrix is normalized using tf-idf 

method to give more weight to less frequent terms. A 

data reduction technique, Singular Value Decomposition 

(SVD) is used to reduce the dimensionality and identify 

the important concepts in the text. The SVD is 

calculated as in (3). 

A=USV T                 (3) 

where A is an m×n matrix of term×sentence. U is an 

m×n column-orthonormal matrix whose columns are 

called left singular vectors, Σ is an n×n diagonal matrix 

whose diagonal elements are non-negative singular 

values sorted in descending order, and V is an n×n 

orthonormal matrix, whose columns are called right 

singular vectors [11].  

From the right singular vector from matrix V
T
, the 
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sentence with higher variance (index value) is included 

as part of the summary. The process is iterated until the 

length of the required summary is reached.  

5. Luhn algorithm (Luhn): Luhn algorithm is a heuristic-

based approach to summarization that calculates the 

significance factor of each word in the text [31]. The 

significance factor is computed by counting the 

frequency of not so common words from the document 

and arranging them in decreasing order. The co-

occurrence of significant words in a window of 4-5 

words is used to score the sentences. The score is 

calculated by squaring the number of significant words 

and then dividing by the total number of words in the 

sentence. The sentences with higher significant scores 

are taken as the summary sentences.  

6. SumBasic algorithm (SB): An algorithm based on the 

probability distribution of the words appearing in the 

input document [32]. The probability of each word is 

calculated as in (4). 

p(wi) =
ni

N
                         (4) 

where ni is the number of times the word wi appeared in 

the input document, and N is the total number of content 

word tokens in the input document. The sentence score 

is calculated as the average probability of the words in 

the sentence as in (5).  

weight(Sj) =
p(wi)

{wi |wi  e  Sj}wi   in   Sj

å  (5) 

The highest scoring sentence having the highest 

probability word is chosen as the part of summary. Once 

selected, the probability of the words in chosen sentence 

is updated to get higher impact on the choice of 

subsequent sentences as in (6).  

pnew(wi) = pold(wi)* pold(wi) (6) 

This updating probabilities of words helps in 

reducing the redundancy in sentence selection. This 

process is continued untill the required summary length 

is achieved. 

7. TextRank algorithm (TR): TextRank is a graph-based 

ranking algorithm inspired by the PageRank algorithm 

used for web page ranking [33]. It is based on the 

understanding that the most important sentence will be 

the one that is most similar to every other sentence in the 

document. A cosine similarity matrix is calculated from 

the vector representation of sentences as in (7). 

cosine similarity(A,B) =
Ai  *  Bi

i=1

n

å

i

2

Ai=1

n

å  *
i

2

Bi=1

n

å
 (7) 

and converted to a graph with sentences as nodes and 

similarity score between two sentences as the edge.  

Graph nodes are ranked using pagerank and high rank 

sentences are assumed as the summary sentences. 

8. Modified TextRank algorithm (MTR): A variation of 

TextRank algorithm based on Okapi BM25 similarity 

ranking function used for calculating the similarity 

between two sentences [34, 35]. The sentences are then 

ranked based on the similarity scores using the 

PageRank algorithm for summarization.  

Each of these algorithms results in an extractive summary 

output of the input text and propagates its own unique 

strength in their resulting summary. All these output 

summaries taken together can be assumed as a multi-

document summarization problem instance and is tackled 

through a multi-document summarization approach. The 

extractive summary outputs along with the original source 

document are cascaded to a multi-document summarization 

algorithm.  

The MDS algorithm used here is based on sentence fusion 

approach presented by Filippova and Integer Linear 

Programming technique presented by Gillick and Favre [36, 

37]. The method involves creating clusters of all the 

sentences from multiple documents based on the cosine 

similarity scores. From each cluster, iteratively adding the 

sentences to start and end nodes, a word graph is created. 

The linking or creation of nodes in the word graph is done 

using directed edges based on the part of speech of the word. 

From this directed graph, K shortest path is considered 

between the start and end node with the constraint that the 

no. of words in the path is not less than eight and must 

contain a verb. The path with minimum total weight is 

selected as the compressed sentence to be considered for 

summary. For sentence selection for the output summary, a 

concept based maximum coverage model using Integer 

Linear Programming (ILP) is used. The concepts are 

assumed as word bigrams from the source document 

weighted with no. of stage 1 output summaries they appear. 

The weighted concept is used as the objective function of the 

ILP problem. The occurence of concept in the sentence is 

used as a constraint to ILP. Thus, the concept-based ILP 

statement used to select the output summary sentence is as in 

(8). 
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Maximize:     wi  ci
i

å                        (8)

Subject to:     lj  sj £ L
j

å

                      sjOccij £ ci,  "i, j           (9)

                      sjOccij ³ ci,   "i      (10)
j

å

                      ci Î{0,1}   "i

                      sj Î{0,1}   "j  

 

where ci is an indicator for the presence of concept i in the 

summary, wi is its weight, sj is an indicator for the presence 

of sentence j in the summary. Occij is included to indicate the 

occurrence of concept i in sentence j. Constraints (9) and 

(10) check that selecting a sentence leads to selecting all the 

concepts it contains and selecting a concept is done only if it 

is present in at least one selected sentence.  

Through this ILP approach, the selection of sentences for 

MDS output leads to the generation of output summary with 

maximum concept coverage. The sentences are taken 

verbatim or fused wherever possible. This resulting summary 

is the extractive summary generated for the input single 

document using the MDS technique. Figure 4 shows the  

 

Figure 4: Output obtained from MDS approach for the input article. 

 

output obtained from our cascading technique for the input 

article given in figure 1. 

IV. RESULT AND DISCUSSION 

Table 1 shows the consolidated results obtained from each of 

the algorithms from stage 1 as well as from stage 2 after 
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cascading through the multi-document summarization 

algorithm. The scores are obtained from the automatic 

evaluation of output summaries using ROUGE metrics [39]. 

ROUGE is a collection of metrics used to evaluate various 

measures of output summaries. The ROUGE metric 

collection consists of ROUGE-N measures from 1-gram to 4-

gram, ROUGE-L measures the longest common subsequence 

(LCS), ROUGE-W measures weighted-LCS favouring 

consecutive LCS, ROUGE-S measures skip-bigram co-

occurrences and ROUGE-SU measures skip-unigram co-

occurrences. It gives precision and recall values as output by 

comparing an automatically produced summary against a 

reference or a set of references (human-produced) summary. 

From the collection, ROUGE-1 and ROUGE-2 have been 

found reported in most summary related literature. Here, in 

table 1 all the metric scores from the collection have been 

reported for better analysis. For each metric, F-scores have 

been reported that combines both precision and recall scores 

for better accuracy.  

 

It can be observed from Table 1 that barring a few cases 

(ROUGE-3 and ROUGE-4), the average ROUGE scores of 

the proposed system performs better than each of the single 

document summarization approaches for each metric. Also, 

the average F-score of the proposed system outperforms each 

of the individual single document summarizers by at least 2.6 

percent points. The ILP based multi-document 

summarization approach is able to capture more concepts and 

information as compared to the single document 

summarization algorithms and is evident from figure 4.  

 

V. CONCLUSION AND FUTURE SCOPE  

 

In this paper, a novel idea of performing single document 

summarization using multi-document summarization via a 

two-step process has been proposed. Given a source 

document to be summarized, first, a set of single document 

summarization algorithm used on the source document. Next, 

the output of these summarizers along with the original 

document is passed as a multi-document summarization 

problem instance to an ILP based multi-document 

summarizer. The saliency of the approach lies in the fact that 

the multi-document summarizer is able to exploit the 

strengths of each of the single document summarizers 

(through the corresponding generated summary). The 

cascaded approach experimented performs better than each of 

the single document summarizers by at least 2.6 percent 

points, thereby indicating that posing single document 

summarization as a multi-document summarization problem 

in this manner is a noteworthy approach. Since the domain of 

the dataset is generic news article, this approach can be tested 

on other domain-specific, single document summarization 

datasets in future. And also the claim can be used on other 

popular datasets used for single document summarization.  
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