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Abstract— In this paper, an investigation has been made to detect the self-similarity and stationarity nature of magnitude of 

occurred Earthquake by exploring the fractal pattern and the variation nature of frequency of the essential parameter, 

Magnitude of occurred earthquake across the different place of the world. The time series of magnitude (19.04.1997 to 

07.11.2017), of occurred earthquakes, collected from U.S.G.S. have been analysed for exposing the nature of scaling 

(fractality) and stationary behaviour using different statistical methodologies. Four conventional methods namely Visibility 

Graph Analysis (VGA), Wavelet Variance Analysis (WVA) Higuchi’s Fractal Dimension (HFD) and Detrended Fluctuation 

Analysis (DFA) are being used for computing the value of Hurst parameter. In addition, Artificial Neural Network, a pre-

trained fully connected 3-layer has finally been used to compute the Hurst parameter. It has been perceived that the specified 

dataset reveals the anti-persistency and Short-Range Dependency (SRD) behaviour. Binary based ADF, KPSS test and Time 

Frequency Representation based Smoothed Pseudo Wigner-Ville Distribution (SPWVD) test is incorporated in order to explore 

the nature of stationarity/non-stationarity of the specified profile, which here displays the non-stationary character of the 

magnitude of earthquake. 
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I.  INTRODUCTION  

The shear stress and the shear strain are described in terms of 

forces produced in Earth’s shell. The shear stress is defined 

as the force per unit area which is functional tangent to a 

body whether the shear strain is the alteration of a body 

formed due to shear stress. New advancement in space-based 

geodesy, GPS and Satellite-Interferometry produces a pure 

outline of strain build up and crustal measure [1]. When the 

stress at point on the Earth’s shell surpasses a critical value, 

an unexpected failure arises. The plane where let-down arises 

is known as the fault plane and the focus is define by a point 

where let-down starts. Naturally, an abrupt dislocation of the 

earth’s shell near to the fault plane resulting a disaster that 

release elastic waves. This natural phenomenon is known as 

earthquake. In most of the earthquake, the dislocation 

happens at a prevailing geological fault, specifically, a plane 

which is already weak. 

Earthquakes are typical instances of composite scenario 

which reveal scale-invariance and fractality characteristics 

together. Temporal, spatial and size distribution of 

earthquake has been taken in consideration during the 

research experiments of earthquakes, the property of 

fractality and scale variation nature are being exposed.  As 

the Earthquake predicting is a demanding exploration topic 

so single prediction technique is not enough being the best. 

After long observation it is shows that the time series 

earthquake data, shows a composite pattern which is jointly 

an association of statistical parameters. The common goal of 

this kind of analysis is to differentiate the original frame of 

the earthquake movement in a seismic province, estimate 

dynamical progression by qualitatively and, quantitatively.  

 

The rest of the paper is organized as follows, Section I 

contains the introduction and the physics behind the 

earthquake,  Section II contain the related work of analysing 

the probability of earthquake using different predictive 

models, Section III contain the methodology used to expose 

the scaling behaviour and the time-based frequency 

representation of earthquake, Section IV discussed the Result 

by exploring the self-similarity and stationarity nature of 

magnitude of occurred earthquake and finally in the Section 

V conclude the paper and give the future scope.  
 

II. RELATED WORK  

Many researchers across the world are continuously being 

engaged to analyse the probability of occurrences of 

earthquake using the different methods and to design perfect 

predictive models which are discussed as follows: 

A reasonable level of determination in the occurrences and 

strength, relapse of earthquakes in Indonesia may rise in the 

coming years [2]. The scaling frequency spectra are being 

flexible by spectacles of normal and constrained self-
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organized criticality, spectra of white and color rackets and 

rare change of Markov and non-Markov effects of long-range 

memory during earthquake [3]. The prospects of earthquake 

predictability research in order to realize practical 

operational forecasting in the near future has been analyzed 

[4]. The statistics and soft computing techniques to analyze 

the earthquake have been focused [5]. Multifractal method 

has been used to understand the time-based dynamics of the 

current earthquake in the Corinth- Rift which indicates 

heterogeneity in clustering and correlations in every time 

scale that recommend non-Poissonian performance [6]. 

Context of automatic predicting of the earthquake, 

appropriate for instantaneous earthquake monitor and an 

examination on how various characteristics of the data series 

are coupled with different prediction algorithms for the best 

conceivable precision has been proposed [7]. A multi-fractal 

distribution can also be fitted to the observations using 

Bayesian techniques in earth quake prediction [8]. Several 

variables processes having common contact and common 

attributes the study for earthquake occurrence has been 

devised [9]. Wavelet Transform Modulus Maxima Method 

which designated qualitatively and quantitatively the 

complex temporal patterns of seismicity has been described 

[10]. Prediction of earthquake can be achieved more 

accurately by using numerous neural network algorithms as 

proposed in [11]. Numerous Data mining algorithms are used 

to develop the predictive model for natural disasters that 

forecasts the future events using past data. Some of the 

methods used for prediction are classification, regression, 

supervised and unsupervised learning algorithms, support 

vector machine and artificial neural networks [12] 
 

III. METHODOLOGY 

The endeavour has been taken to expose the scaling 

behaviour and the time-based frequency representation of 

earthquake in different location of the world. Here magnitude 

of the earthquake dataset (19.04.1997 to 07.11.2017) has 

been chosen from U.S Geological Survey 

(https://earthquake.usgs.gov/earthquakes) which can be 

preserved as the signatory characteristic of any Earthquake 

events. Magnitudes are generally determined from 

dimensions of an earthquake's seismic waves as recorded on 

a seismogram. Based on the measurement and calculation of 

the type and component of the seismic waves, magnitude 

scales will vary. Different magnitude scales are essential 

because of differences in earthquakes, and in the purposes for 

which magnitudes are used. A concurrent study of 

Magnitude scale of Earthquake may give apparent scenario 

of the Earthquake events, the strength of the earthquake 

events and the pattern of the Earthquake. 

 

The scaling behaviour of the said time series has been 

exposed by estimating the Hurst exponent of earthquake 

magnitude time series. The properties of self-similarity are 

shown by the estimation of the Hurst Exponent. Several 

methods like Visibility Graph Analysis (VGA), Wavelet 

Variance Analysis (WVA), Higuchi’s Fractal Dimension 

(HFD) and Detrended Fluctuation Analysis (DFA) are used 

to estimate the Hurst-Exponent to realize the statistical 

aspects of the signals in diverse scales and to classify 

whether the signalling system have the characteristics of 

motion fractional Gaussian noise or fractional Brownian. 

Since such statistical signal processing techniques have a 

very high computation time, a pre-trained 3-layer fully 

connected Artificial neural network (ANN) has been used as 

the ultimate estimator of the Hurst parameter. The use of 

neural networks can be justified by their ability to learn 

complex input-output mappings while being extremely 

robust to noise. Apart from that, it has been experimentally 

verified that the pre-trained neural network computes the 

Hurst parameter at least fourteen times faster than the 

statistical signal processing techniques. The results obtained 

using the four other statistical signal processing techniques 

have been used for cross verification purposes. Hurst 

Exponent can be calculated using different methods but most 

of them have certain limitations. These methods, as stated, 

are being selected to compute the Hurst parameter and thus 

approve the satisfactory accuracy of the decisions derived 

from the results.  

 

The study of Earthquake would be incomplete without 

revealing the frequency fluctuation nature of earthquake 

magnitude time series data. A stationary signal has persistent 

frequency components while the non-stationary has ever 

changing frequency with respect to time. 

 

The test of stationarity/non-stationarity is required for the 

signal because it determines several activities and properties 

of the signal. Different approaches are prevailing to test the 

stationarity/ non-stationarity of the signals. In this paper the 

conventional techniques and Time-Frequency Representation 

(TFR) based methods are selected for identifying the 

stationarity and non-stationarity character of that specified 

profile. Binary based ADF and KPSS systems have also been 

used to detect that an observable time series is stationary 

around a deterministic trend against substitute of a unit 

root(i.e. trend stationary) which is known as null hypothesis. 

Basically, TFR method is used to traces the period of 

presence of frequencies and identify the features of the 

frequency content within the signal. Time Frequency 

Representation Based Smoothed Pseudo Wigner Ville 

Distribution (SPWVD) method is being incorporated here for 

revealing the scenario of the stationarity/non-stationarity of 

the magnitude of Earthquake. SPWVD methods are being 

used due to its advantageous characteristics like 1) SPWVD 

method can merely be employed for the reason of being close 

to Fast Fourier transform. 2) Furthermore, when it is run on a 

finite time series gesture, the method produces a finite 

integration If the self-similar time series signal belongs to 

non-stationary, then it exhibits Fractional Brownian Motion 
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(fBm) and if it explores stationarity then it is called 

Fractional Gaussian Noise (fGn). 

 

1. Experimental Dataset: 

Primarily the magnitude of Earthquake (Occurred in different 

location of the world) datasets has been taken from U.S 

Geological Survey (https://earthquake.usgs.gov/ earthquakes 

). Magnitude scales will vary based on the various kinds of 

the seismic waves which were measured and calculated. 

Several magnitude scales are required because of differences 

in earthquakes, and in the purposes for which magnitudes are 

used. The various magnitude scales correspond to several 

ways of deriving magnitude. All magnitude scales preserve 

the logarithmic scale as devised by Charles Richter, are used 

to mid-range approximately which correlates with the 

original "Richter" scale. The earthquake of magnitude 5.7-

5.9 is moderate which causes slight or no damage, the 

magnitude of 6-6.9 are strong may cause a lot of damage in 

very populated areas, magnitude of 7-7.9 are major which 

causes serious damage and magnitude 8 or more are great 

which can totally destroy communities near the epicentre. 

So, in this work magnitude of Earthquake event whose 

values are greater than 5.7 and duration of 19.04.1997 to 

07.11.2017 have been considered to investigate the scaling 

pattern as well as nature of frequency fluctuation of the 

earthquake. 

The summary statistics of the experimental data sets are 

tabulated in Table1 which basically provide the statistical 

outline of the signals under examination in this work and 

Fig.1 depicts the plotting of dataset respectively. 

 

Table-1: Summary statistics for magnitude of Earthquake 

dataset. 

SCORES MAGNITUDE 

Mean 6.2374 

Median 6.1000 

Mode 5.8000 

Standard Deviation 0.4745 

Variance 0.2251 

Maximum 9.1000 

Minimum 5.7000 

Skewness 1.6410 

Kurtosis 6.2506 

 

Table 1 indicates that the mean of the magnitudes is 6.2374 

which is strong earthquake. The mean may not be a 

reasonable picture of the data, because the average is easily 

inclined by outliers. The median is another method to 

quantify the centre of a numerical data set. The median is 6.1 

which also indicates a strong earthquake. The mode is 5.8 

which indicates that most often the earthquakes are nearly of 

magnitude 5.8 which is a moderate earthquake. The standard 

deviation of the dataset is low which specifies that the data 

points incline to be adjacent to the mean of the set and not 

banquet out over a broader range of standards. The variance 

signifies that how far are the magnitudes in the dataset from 

the mean. Skewness is typically defined as a degree of 

symmetry or asymmetry in a data set.   Symmetric data set 

will have a skewness of 0. Kurtosis is a measure of the 

collective sizes of the two tails. It measures the amount of 

probability in the tails.  The value is often related to the 

kurtosis of the normal distribution, which is equal to 3.  Here 

the kurtosis is greater than 3, which means the dataset 

includes heavier tails than a normal distribution (more in the 

tails).   

 
Fig.1: Plot of Magnitude of Earthquake dataset. 

 

2. Exponential Smoothing of Raw Data. 

Exponential smoothing is a technique for smoothing time 

series data using a mathematical function whose value 

becomes zero outside the chosen interval. The exponential 

function assigns exponentially decreasing weights over time. 

 

It is an exponential function which is generally applied to 

smooth the time series data in signal processing, functioning 

as low-pass filters to remove noisy signals. It learns easily 

and applies easy procedures for making some determinations 

based on prior assumptions by the user. It is mostly used for 

investigation of time-series data. 

 

The simple formula of basic form for exponential smoothing 

is given by: 

 

,t>0            (1)                                                     

 

Where,  is the smoothing constant and 0< <1 

    t is the time 

     is the statistic(smoothed) of the current 

observation . 

 

Here the value of  can be a value ranging from 0 to 1, larger 

values of  reduces the smoothing level and when its value is 

1, then the output series is the current observation. So, when 

’s value is nearly 1, it has lesser smoothing effect while 

https://earthquake.usgs.gov/%20earthquakes
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when the values of  are close to 0, it has greater smoothing 

effect.  The best value of  can be found out by method of 

least squares, that is, the value of  at which    

is minimized. 

 

The following plot shows the exponential smoothing for the 

time series data, that is, of the magnitude of earthquakes: 

 
Figure 2: Plot of Smoothed Magnitude of Earthquake 

dataset. 

 

3. Hurst Exponent Estimation 

The Hurst exponent has wide applications in numerous fields 

of applied mathematics, including chaos theory and fractals, 

spectral analysis and long memory processes. In hydrology, 

approximation of the Hurst parameter was formerly 

developed.  Nevertheless, the current procedures for 

approximating the Hurst parameter originated from fractal 

concepts. It defines the autocorrelations concepts used in 

time series signal and the proportion at which it is being 

reduced as the lag between pairs of values rises. It reflects 

the comparative inclination of a signal either to revert 

powerfully to the mean or to gathering in a track. Hurst 

analysis exposes the scaling nature of a time series Y(i), the 

time series having length (i) for a sampling interval (t). 

Through Hurst parameter (  the fractal behaviour of this 

signal is numerically signified. The scale of this specified 

parameter is fluctuating between 0 and 1. Computing the 

standards of Hurst Parameter, the features within the signal 

can be predicted. At,  = 0 signifies the system having white 

noise whose autocorrelation function reduces fast with 

interval, value of  in the series of  0 –  ½ specifies a signal 

with long term basis, converting among the  high and low 

values in nearby sets, a low value possibly trailing   a  high 

value and the  next value in turn will most probably tend to 

be high.  The range 0 < H <0.5 specifies that a time series is 

anti-persistent in nature i.e. increase in the value is followed 

by a decrease or vice-versa, which means the series has 

negative autocorrelation. The values change with respect to a 

mean, which indicates that new values possess an inclination 

to convert to a mean on long-term basis and when the range 

0.5 < H < 1 it shows that a time series is persistent in nature, 

that is, it has an autocorrelation which is positive. In a 

persistent time, series, with an increase in values the short-

term increases, and it decreases with the decrease in the 

values of the persistent time series data. 

Among different estimators five Hurst estimation methods 

like Visibility Graph Analysis (VGA), Wavelet Variance 

Analysis (WVA), Higuchi’s Fractal Dimension (HFD), 

Detrended Fluctuation Analysis (DFA) and Artificial Neural 

Network (ANN) has been used to accurately determine the 

persistency or anti persistency nature of the time series data.  

The VGA is initiated to be vigorous sufficient to invent long 

range dependency as VGA is independent on the fractal scale 

and in the visibility graph the power law degree 

distribution’s exponent is linearly dependent on the Hurst 

Exponent. Wavelet analysis has a benefit to decompose 

macroeconomic signal, and overall data into their time scale 

mechanisms. Higuchi’s method has been preferred as it is 

efficient, highly accurate and not very sensitive to artefacts. 

DFA is used here due its high accuracy for computing the 

Hurst parameter value. The use of neural network can be 

justified by its relatively small computation time compared 

to other signal processing techniques and it is fast and more 

accurate. 

 

 

METHODS USED: 

 

3.1 Visibility Graph Analysis (VGA) Method   

A visibility graph [13] [14] [15] is attained by mapping time 

series data into a network corresponding to the subsequent 

perceptibility standard. Taking two random data points (ta, 

ya) and (tb, yb) in the time signal have visibility, and therefore 

develop two linked nodes in the allied graph, if any other 

data (tc, yc) such that ta< tc < tb satisfies: 

      (2) 

Now points and  is linked as two nodes to create a 

graph. In this manner the visibility graph is generated by 

tracing and connecting the perceptibility of similar data 

points of the supposed signal. The behaviour or 

characteristics of the signal is determined by the consistency 

allocation of the visibility graph. It means a consistent graph 

designates an interrupted sequence. however, an arbitrary 

graph suggests for an arbitrary signal. Correspondingly, a 

scale-independent graph is attained for a scaling sequences 

with the distribution of power law dependent, = . 

The α exponent is well-defined as: 

.                (3)                                  

   

Here,  is the total numbers of values,   

 (  is the signal and  is the smallest 

value of  having power law behaviour.   is linearly 

dependent on the Hurst Exponent ( )  
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       (4)          

  

3.2 Wavelet Variance Analysis (WVA) Method 

This traditional process [16] [17] [18] [19] can be illustrated 

as follows: 

In Wavelet Variance Analysis (WVA), a given time series is 

expanded on an orthogonal base formed by shifts and the 

multiresolution copies of the wavelet function. Base 

functions  are called wavelets if they are defined in a 

region of complex valued functions with restricted energy 

that oscillate about an abscissa axis, rapidly converge to zero 

and have a vanishing moment of the first order. At a given 

mother wavelet, , the detailing coefficients  are 

given by: 

  

           (5)                                       

 

This method uses the fact that the averaged squared values of 

the wavelet coefficients given by: 



obey the scaling law: 



where  is the Hurst exponent. 

 

3.3 Higuchi’s Fractal Dimension (HFD) Method: 

Higuchi’s method is a technique use to check the irregularity 

of time series directly. This procedure has been used to 

compute the fractal dimension D  of a time series. This 

technique is proposed by Higuchi [20]. To observe the 

fractality, HDF is calculated [21], [22] for the discrete data 

point series: 

       nSSSSS ,...,3,2,1:
                     (8)                   

 

Where n is the data points number. From the original data 

series d new data series  dS  with d...,3,2,1  are 

constructed. Where   is the initial time and d is time interval. 

        





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





 
 d

d

n
SdSdSSdS


 .....,2,,:

        (9)             

    

 dL  is the length of the time series  dS  and define as: 
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     (10)         

 

Where the term 

d
d

n

n








 





1  represents a normalization 

factor and   dL  is the normalized sum of the differences 

of values and calculated as follows 

   



d

i

dL
d

dL
1

1


       (11)                                                  

 

Where  dL  is the mean value. 

 

3.4 Detrended Fluctuation Analysis (DFA): 

Detrend fluctuation analysis [23] [24] [25] is a stochastic 

method for determining the self-similarity of a time series 

signal. It is used to estimate long-range power-law 

correlation exponents in a time series that exhibit diverging 

correlation time (long memory process). 

The attained exponent is analogous to the Hurst parameter 

but DFA may also be applied to non-stationary signals. The 

Cumulative sum  of a bounded time series  can be 

represented as  

 

x                                  (12)                                                                                                                                                                 

 

Where N is the length of the time series, x  is the mean 

value of the time series and  

t  ℕ integration or summation first converts this into an 

unbounded process .  

Then  is separated into time windows of length n samples 

each and local trend is computed by minimizing the squared 

errors within each time window. If  is the local trend of 

each time window, then the fluctuation is computed as  

          (13)                     

A log-log graph of   is created by reiterating the process 

of detrending followed by fluctuation analysis over a range 

of diverse window size . A straight line generated in this 

graph signifies statistical self-affinity denoted as 

  

 ∞ .      (14)  

       

Where α is the scaling exponent represents the angle of the 

straight line. The scaling exponent α is the generality of 

Hurst parameter. The parameter value is 0.5 signifies 

uncorrelated white noise, the value between 0 and 1 results 

fractional Brownian motion.    
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3.5 Artificial Neural Network (ANN): 

Here, as suggested in [26] a series of moving average 

smoothing computations has been used for extracting 

features from an input stochastic time series. The given input 

time series is passed through a series of 10 moving average 

smoothing computations, wherein for each stage, the power 

of the smoothed time series has been used as the 

corresponding feature. The power of a time series is given by 

the following: 

 

 P                                                (15) 

  

The architecture proposed in this paper is a 3 layer fully 

connected neural network with one output layer and two 

hidden layers (shown in Figure 3). For the hidden layers the 

activation function used is Leaky ReLU [27], which, along 

with introducing non-linearity to the computed hypothesis, 

also successfully combats the problem of vanishing 

gradients. The Leaky ReLU activation function is given by: 

 

 ,         (16)                               

 

The activation function used in the output layer is Sigmoid 

[28], which thresholds the value of the network's output 

between 0 and 1. The Sigmoid activation function is given 

by: 

        (17) 

Finally, as the Hurst Parameter is a continuous function of 

the input stochastic time series, varying between 0 and 1, a 

regression based learning procedure has been adopted, by 

using a Mean Squared Error (MSE) Loss [29] as the 

objective function for the neural network learning. The MSE 

Loss function is given by the following: 

                      (18)                               

 

RMSProp [30] is the optimization algorithm used to 

minimize the loss and to learn the optimal network 

parameters. The update rule for RMSProp is given by: 

 

  

Once trained, the neural network can compute the Hurst 

parameter at least fourteen times faster than the other 

conventional statistical signal processing techniques. 

  

 

 

Figure 3. Neural Network Architecture 

 

4. Detection of Stationarity/ Non-Stationarity 

 

4.1 Augmented Dickey Fuller (ADF) Test:  

Dickey Fuller Test [31] was evolved in 1979 by two 

statisticians- David Dickey and Wayne Fuller. In 1984, for 

assisting more complicated models having unspecified 

orders, they extended their elementary autoregressive unit 

root test. The Augmented Dickey Fuller test, in comparison 

to Dickey fuller test, is the one that is used for testing a unit 

root in a model of time series. Augmented Dickey Fuller 

statistic that is being used in the ADF test is a negative 

number. The more negative the statistic will be, the stronger 

will be the probability of the hypothesis rejection that there is 

a unit root. Here, it is essential to check whether the time 

series data set has the existence of stationary property for 

each variable. ADF test [32] is a unit root test which helps in 

time series analysis to test stationarity. ADF test uses a 

parametric autoregressive structure to obtain the presence of 

any serial correlation. For a substantial and complex set of 

models of time series it can be identified as an augmented 

version of the Dickey - Fuller test. 

The testing process for the ADF test is being applied to the 

model [33] 

        (21) 

Hypothesis testing involves the watchful construction of two 

statements- alternative hypothesis and null hypothesis. The 

alternative and null hypotheses are two mutually exclusive 

statements about a population. The null hypothesis of the 

Augmented Dickey Fuller t-test is that H0 implies the 

existence of a unit root and signifies the non-stationarity of 

the time series data. It needs to be differenced to make it 

stationary and the alternative, HA signifies that the data is 

stationary.  

If data is potentially slow-turning around a trend line and 

there is a trend visible in the time series, then the equation 

used has an intercept term as well as a time trend, 
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                     (22) 

By minimizing the Schwartz Bayesian information criterion, 

the number of augmenting lags (p) can be established. If ‘p’ 

is too large, the power of the test will suffer and if ‘p’ is too 

small then we will get a biased test. 

 

4.2 Kwiatkowski-Phillips-Schmidt-Shin (KPSS) Test 

Kwiatkowski–Phillips–Schmidt–Shin (KPSS) tests [34] are 

used for testing a null hypothesis to check whether the 

observable time series is stationary or termed stationary or is 

non-stationary. This test is used as a complement to the 

standard tests in analyzing time series properties. The KPSS 

test is based on linear regression. The time series is broken 

down into three parts: a random walk  tr , a stationary 

error  t , and a deterministic trend  t  with the regression 

equation: 

ttt trX                                                      (23) 

If the data is stationary, it will have a fixed element for an 

interceptor the series will be stationary around a fixed level 

[35]. The test uses Ordinary Least Square (OLS) to find the 

equation, which differs slightly depending on whether you 

want to test for level stationarity or trend stationarity. A 

simplified version is used to test level stationarity without the 

time trend component. 

4.3 Smoothed Pseudo Wigner-Ville Distribution 

(SPWVD) Method: 

The Wigner Ville Distribution method mainly highlights the 

energy distribution of the signal. The main goal of 

distributing energy of the signal over frequency and time is 

to increase the firmness of the time-frequency spectrum.  

Wigner-Ville Distribution is described as: 

.   

      (24)                                     

Where   is an analytic signal which is derived from real 

signalling system. 

Now, in term of spectrum WVD is defined as  

                                           

      (25) 

Here * indicates a complex conjugate.  

Now to eliminate the interference which represents cross 

terms or the frequency components which do not exist 

Cohen’s class Distribution Method [32] is to be applied.  

  

Class distribution of The Cohen’s   method is defined as, 

               (26) 

 

Here  is called ‘kernel’ because it is a two- variables 

parameterization function. 

The equation  can be inscribed as 

 

                                            

      (27) 

 

Where the ambiguity function can be defined as 

   (28) 

If , we get the Wigner-Ville distribution. 

                                                   

      (29) 

where  denotes the analytic part of the original signal. 

The Fourier transform of the ‘kernel’  is 

given by  

.             (30)                                                      

The function  denotes the frequency smoothing and the  

 indicates the temporal smoothing. 

SPWVD can be found by replacing the kernel function in the 

general expression  

                    (31) 

The following kernel function is to be chosen to filter out the 

interferences independently in the two axis directions and 

provides more flexibility to the smoothing operation. 

     (32)                                                                                              

 

Now substituting this expression of kernel in equation   

we get 

       

      (33) 

                                                   

Therefore, SPWVD is represented by its the discrete form             

http://www.statisticshowto.com/simple-linear-regression/
http://www.statisticshowto.com/random-walk/
http://www.statisticshowto.com/deterministic/
http://www.statisticshowto.com/least-squares-regression-line/
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      (34) 

 

IV. RESULTS AND DISCUSSION 

The Hurst exponent values of specified profile, which are 

computed by the specified methods are being represented 

below in Table 2. 

 

Table 2: Hurst parameter values for magnitude of Earthquake 

 

METHODS 

 

HURST 

EXPONENT(H) 

 

VGA 

 

0.3631 

 

WVA 0.3776 

 

HFD 0.2990 

 

DFA 

ANN 

0.3551 

0.2665 

 

It represents the value of Hurst exponents is less than 0.5 

which indicates the anti-persistency of the specified 

earthquake time series data. It also indicates that the 

upcoming future values of that time series have the 

inclination to return to the value on long-term basis. As there 

is a probability for the profile to back again to its respective 

mean, it has been observed that some encouraging forces 

must be required which evoke the profile close to its mean 

when the profile depart from the mean. This signifies that 

some respond system must be functioning negatively which 

endlessly attempt to stabilize the systems. However, low 

values of H denote short-range dependency (SRD) which 

indicates the fractal behaviour in short range basis for that 

specified profile. 

A scaling distribution of minor fault-slip regions usually 

triggers short-period seismic waves which is recognized from 

the people and seismogram records where each zone radiates 

short-period waves. Even though plate tectonics 

demonstrated clear context for explaining the long-range 

progressions, but the short-range activation of the processes 

are still ambiguous, which makes earthquakes most 

unpredictable. 

 

Table 3: Non-stationarity test for magnitude of Earth Quake 

data 

Stationarity/Non-Stationarity 

Method 

used 

Magnitude of    

Earthquake 

 

 

ADF   Logical 0  

KPSS   Logical 1  

 

After carrying out the ADF test for Magnitude of Earthquake 

shows the logical value 0 and the p-value is 0.8870 and the 

test statistic is 0.8132. After executing the KPSS test for 

same profile, result shows logical value 1 and the p-value is 

0.01 and the test statistic is 13.7610. In case of ADF test, if 

the p-value is less than 0.05, and in case of KPSS test, the 

series is said to be stationary when the p-value is greater than 

0.05. Result which has been derived from the both the 

methods may infer that the magnitude of occurred Earth 

Quake belongs to non-stationarity. A non-stationary time 

series will contain trends and seasonality that will influence 

the values of the time series at various times.  

Figure 2 shows the result of Time Frequency Representation 

(TFR) based method SPWVD which has been applied on that 

specified data set for getting unarguable conclusion 

regarding the testing of stationarity/non-stationarity 

behaviour of that specified profile. It undoubtedly indicates 

that the magnitude of Earthquake’s frequency is changing 

with respect to the time. So, the magnitude of Earthquake is 

non-stationary in nature.  

    
Figure 4: SPWVD for Magnitude of Earthquake. 

 

 The frequency aspects which are the functions of time and 

having a dependency on the oscillation of the time is referred 

as non-stationarity of the signal. So, it can be concluded that 

the magnitude of occurred earthquake per unit time is 

dependent on time. It was found that the stress growth rate 

on earth crust is inconsistent over time. Big earthquake 

occurred on an area of a fault, alters the pressure in the 

nearby areas and increases / decreases the seismic activity, 

based on the fault geometry. The strength of the shell is 

variable over time. Moreover, earth’s shell is significantly 

weakened by migrating fluids with altering times which 
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accelerates earthquake.  The stress fall at the timing of 

earthquakes also fluctuates from occurrence to occurrence. 

 

V. CONCLUSION & FUTURE SCOPE 

It is believed that in a nonlinear system, Hurst Parameter is 

always belonging to greater than ½ or less than ½ but not 

equal to 1. As the Hurst parameter values of the magnitude of 

occurred earthquake are below ½, it can be resolved they are 

nonlinear in nature. Both binary based ADF, KPSS test and 

TFR based SPWVD test reflects non-stationarity nature of 

the signal. Moreover, the anti-persistent behaviour gives 

outline of some non-positive response system which desires 

to be discovered further in the consequent works. So, it can 

be decided that the earthquake is not an arbitrary spectacle 

rather it is much more composite, non-linear and steady 

process. As process is long-term and consistent, but 

substantial progressive disparities of seismicity arise, which 

makes exact forecast of earthquakes very problematic. From 

the view of geophysics and economy problems a time series 

is more important. Future scope is to have a noticeable 

understanding of earthquakes and develop several other 

advanced methods for predicting and forecasting the 

magnitude of forthcoming earthquakes. 
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