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Abstract— The Field of Natural Language Processing NLP is receiving to be one of the dynamic regions in Human-PC association which 

has seen a study shuffled in both research and philosophy bearing in the previous pair of years. Image retrieval addresses the delinquent of 

finding that image whose content matches a user’s request from amid a large collection of dataset. The technology of speech browsing is 

rapidly developing these eras. It is because the convention of cell phones is rising very rapidly, as associated to linked PCs. Speech interface 

combined browser is a web browser that profits users by  via an interactive voice user interface, beneficial to those who have difficulties in 

seeing and reading a web content. Speaking and Listening are the ordinary approaches of communication and information gathering. 

Accordingly we are now title to a more speech based technique of surfing rather than working on written approach. A speech browser will 

proceeds and presents the information in the form of text as well as voice, using speech to text and text to speech conversion to render 

information. People want to acquire precise and appropriate data at the highest search results in a user approachable manner. Thus there is a 

necessity of a very effective and efficient ranking algorithm that delivers search results according to user preferences. This paper focuses on 

this different technique, voice browsing, which speech synthesis and unites speech recognition with improved personalized search that can be 

highly productive in the future years. In this paper we provide personalization by creating particular search history for individually user on 

the browser and also concentrated on the search outcomes to get modified according to the user request. 
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I.  INTRODUCTION  

A speech browser presents a shared voice user interface to 

the user, beneficial to those who face complications in 

primary senses like reading and seeing. A speech browser 

offerings information aurally, either using pre recorded audio 

file playback or via text to speech transformation to render 

textual information as audio and it is designed for users who 

desire to access the internet in a combined auditory and 

visual way. Instant beneficiary users will consist of sightless 

or partially sighted users, people with learning 

complications, and users who are learning different 

languages.  

When a user submits a query to the search engine to 

discover particular information, it must be able to regain 

documents according to user exact need. However search 

engine displays the list of ranked documents in accordance 

with the words current in user’s query. In numerous times the 

unsuitable search results are presented, this It is evident that 

the information on World Wide Web (WWW) is still 

unreachable to various peoples.  

The web is mainly a visual medium that requirements a 

mouse and keyboard to direct. People, who nonexistence 

motor skills to use a mouse and keyboard, discover 

navigation troublesome. Visually debilitated people have 

difficulties in gain access to the web, and also those who 

temporarily cannot use a traditional web browser, as their 

eyes / hands are occupied or because they are not nearer to 

their computer are at a minimum inconvenienced. 

A speech browser presents a collaborating voice user 

interface to the user, beneficial to those who face 

complications in primary senses like seeing and reading. It’s 

offering information aurally, either using pre recorded audio 

file playback or via text to speech conversion to render 

textual information as audio. It deliberated for users who 

desire to access the internet in a combined auditory and 

visual way. Instant beneficiary users will consist of partially 

sighted users or visionless, people with dyslexia 

complications, and users who are learning different 

languages. 

 

NATURAL LANGUAGE PROCESSING WITH NLQ 

A speech browser presents a shared voice user interface to 

the user, beneficial to those who face complications in 

primary senses like seeing and reading. It presents 

information aurally, either using prerecorded audio file 

playback or using text to speech transformation to render 

textual information as audio. Voice browser designed for 

users who desire to access the internet in a non-visual and 

visual way. Instant beneficiary users will consist of sightless, 

people with learning difficulties, and users who are learning 

new languages. 

When a user submits a query to the search engine to 

discover particular information, the search engine must be 
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able to regain documents according to user exact need. 

However search engine displays the list of ranked documents 

in accordance with the words existing in user’s query. 

 

II. RELATED WORK  

Design an algorithm which will improve the accuracy of 

image retrieval using language processing (LP). Compare 

methods used for language processing (LP) and use them for 

image retrieval. 

To improve precision and recall values for the system. 

IMAGE RETRIEVAL USING TEXTUAL CUES In this 

paper they have proposed an approach text to image retrieval 

problem based on textual content present in images. 

Supposed the latest developments in appreciative text in 

images, an appealing tactic to address this problem is to 

localize and identify the text, and then query the database, as 

in text recovery problem[1]. INTERACTIVE IMAGE 

RETRIEVAL USING TEXT AND IMAGE CONTENT In 

this paper they have proposed an approach Content-Based 

Image Retrieval (CBIR) aims at developing techniques that 

support effective searching and browsing of huge image 

repositories, established on automatically derived image 

features. An interactive image retrieval system, integrating 

text and image content to improve the retrieval accuracy. 

Also suggest a novel refining search algorithm to narrow 

down the search added from the retrieved images[2]. 

NATURAL LANGUAGE DESCRIPTION OF HUMAN 

ACTIVITIES FROM VIDEO IMAGES BASED ON 

CONCEPT HIERARCHY OF ACTIONS In this paper the 

current image retrieval systems are successful in retrieving 

images, using keyword based approaches. However, they are 

unable to retrieve the images which are context sensitive and 

annotated inappropriately. CBIR aims at developing 

techniques that support effective searching and browsing of 

huge image repositories, based on automatically derived 

image features. The present Content-Based Image Retrieval 

systems suffer from the semantic gap[4]. ACTION 

RECOGNITION IN STILL IMAGES USING WORD 

EMBEDDINGS FROM NATURAL LANGUAGE 

DESCRIPTIONS In this paper, paper they have propose to 

first detect the prominent objects in the image and then 

conclude the applicable actions or verbs using NLP based 

techniques. The proposed scheme precludes the essential for 

training and using visual action detectors on images, a 

methodology which tends to be error-prone and 

computationally intensive[3]. 

III. METHODOLOGY 

Pattern Matching 

The idea here is a method to NLP is to interpret input 

utterances as a whole father than building up their 

interpretation by linking the structure and meaning of other 

lower level constituents. That means the interpretations are 

attained by matching patterns of words against the input 

utterance. For a deep level of analysis in it a huge number of 

patterns are essential even for a limited domain. This 

problem can be ameliorated by hierarchical pattern matching 

in which the input is gradually canonical zed through pattern 

matching against sub phrases. Another way to decrease the 

numeral of patterns is by corresponding with semantic 

primitives in its place of words. 

 

Syntactically Driven Parsing 

Syntax means techniques that words can fit together to form 

advanced level units such as phrases, sentences and clauses. 

Therefore syntactically driven parsing means interpretation 

of larger collections of words are constructed out of the 

interpretation of their syntactic constituent phrases or words. 

In a technique this is the opposite of pattern matching as here 

the interpretation of the input is completed as a whole. 

Syntactic analyses are achieved by application of a grammar 

that defines what sentences are authorized in the language 

that is being parsed. 

 

Semantic Grammars 

Natural language analysis recognized on semantic grammar. 

it is bit correlated to syntactically driven parsing excluding 

that in it the categorizations used are defined  syntactically 

and semantically. There here semantic grammar is 

furthermore involved.  

 

Case Frame Instantiation 
It is one of the most important parsing techniques under 

active research today. The has some very beneficial 

computational properties such as its recursive nature and its 

ability to associate bottom-up recognition of key constituents 

with top-down instantiation of less organized constituents 

IV. DIFFERENT NLP TERMINOLOGY 

 

Phonology − Phonology is study of establishing sound 

methodically.  

 

Morpheme − Morpheme is primitive unit of significance in a 

language. 

 

Syntax – Syntax refers to placing words to create a sentence. 

It also includes defining the structural role of words in the 

sentence and in phrases.  

 

Semantics − Semantics is concerned with the sense of words 

and how to chain words into meaningful phrases and 

sentences. 

 

World Knowledge − World Knowledge contains the 

common knowledge about the world. 
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Pragmatics − Pragmatics compacts with using and 

understanding sentences in different conditions and how the 

analysis of the sentence is affected.  

 

Discourse − Discourse compacts with how the instantly 

preceding sentence can affect the clarification of the next 

sentence.  

 

Morphology − Morphology is a study of building of words 

from primitive meaningful units[6]. 

 

 

  LEXICAL ANALSIS 

 

 

                            SYNTACTIC ANALSIS 
      

 

 

SEMANTIC ANALYSIS 

 

 

 

            DISCLOSURE ANALYSIS 
 

 
 

            PRAGMATIC ANALYSIS 

 
       Fig: Steps of Natural Language Processing 

 

There are common five phases in Natural Language 

Processing are lexical Analysis, Syntactic Analysis (Parsing), 

semantic Analysis, pragmatic Analysis and Disclosure 

integration.   

In Lexical Analysis − It contains classifying and analyzing 

the structure of words. Lexicon of a language means the 

group of words and phrases in a language. It is separating the 

entire portion of text into paragraphs, sentences and words.  

In Syntactic Analysis − It contains analysis of words in the 

sentence for grammar and placing words in a manner that 

displays the relationship among the words. The sentence 

such as ―The school goes to boy‖ is disallowed by English 

syntactic analyzer.  

In Semantic Analysis − It draws the particular meaning or 

the dictionary meaning from the text. The text is tested for 

significance. It is completed by mapping syntactic structures 

and objects in the task domain. It disregards sentence such as 

―hot ice-cream‖. 

In Discourse Integration − the meaning of any sentence 

depends upon the meaning of the sentence just before it. 

Additionally, it also fetches about the meaning of instantly 

following sentence. 

In Pragmatic Analysis − during this, what was said is re-

interpreted on what it actually meant. Pragmatic Analysis 

implicates originating those aspects of language which need 

real world knowledge. 

V. NLP CLASSIFICATION 

Natural Language Understanding (NLU)  

Natural language understanding (NLU) or Natural Language 

Interpretation (NLI) is an irreplaceable category of natural 

language processing that includes modeling human reading 

knowledge or in other words, parses and interprets input 

according to natural language principles. 

Natural language understanding is the post-processing of 

text, after the use of natural language processing NLP 

algorithms (identifying parts of speech etc.), that develops 

context from recognition devices (ASR, last conversation, 

misrecognized words from ASR, vision recognition, 

personalized profiles, microphone proximity), in all of its 

customs, to discern significance of fragmented and run on 

sentences to implement an intent from typically speech 

commands. A Natural Language Understanding has ontology 

around specific product vertical that is used to understand the 

probability of intent. It has a well-defined list of identified 

intents that derives the message payload from labelled 

contextual information recognition sources. Natural 

Language Interpretation (NLI) will provide back numerous 

message outputs to distinct services (SW) or resources (HW) 

from a single derived intent (reply to voice command 

initiator with visual sentence (spoken or displayed) and 

converted voice command message too dissimilar output 

messages to be consumed for M2M communications and 

actions. 

Natural Language Generation (NLG) 

It is NLP task of creating natural language from a machine 

representation system for example a logical form or 

knowledge base. Psycholinguists prefer the term language 

production when such formal illustrations are understood as 

models for mental illustrations.  

It could be said an NLG system is like a translator that 

transforms data into a natural language representation. 

However, the approaches to produce the final language are 

dissimilar from those of a compiler due to the inherent 

expressivity of natural languages. It has occurred for a long 

time but commercial NLG technology has only in recent 

times become widely available.  

It may be observed as the opposite of natural-language 

understanding: whereas in natural-language understanding, 

the system requirements to disambiguate the input sentence 

to produce the machine representation language, in NLG the 

system desires to make decisions about how to put a idea into 

words.  

Machine Perception 

It is the ability of a computer system to interpret data in a 

mode that is similar to the way humans use their intellects to 

https://en.wikipedia.org/wiki/Natural_language
https://en.wikipedia.org/wiki/Logical_form
https://en.wikipedia.org/wiki/Knowledge_base
https://en.wikipedia.org/wiki/Psycholinguistics
https://en.wikipedia.org/wiki/Language_production
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https://en.wikipedia.org/wiki/Natural-language_understanding
https://en.wikipedia.org/wiki/Natural-language_understanding
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relate to the world around them. The basic technique that the 

computers take in and reply to their environment is through 

the attached hardware. Until recently input was partial to a 

keyboard or a mouse, but extensions in technology, both in 

software and hardware, have allowed computers to take in 

sensory input in a way identical to humans.  

Machine view certificates the computer to use this sensory 

input, as well as conventional computational means of 

collecting information, to gather information with superior 

precision and to present it in a manner that is more contented 

for the user. This contains computer vision, machine hearing, 

and machine touch.  

The end objective of it is to provide machines the ability to 

see, feel and perceive the world as humans do and therefore 

for them to be capable to describe in a human way why they 

are making their decisions, to notify us when it is failing and 

more significantly, the reason why it is failing.  

Managing Human-Computer Dialogue Systems 

This is a developing area of Natural Language Processing 

concerned with the simulation and modelling of human 

dialogues, usually with the computer modelling a human 

dialogue applicant. The field thus spans all stages of 

generation and dialogue analysis from the processing and 

understanding ot the input of the generation of dialogue reply 

based on warehoused knowledge bases system, pragmatic 

functions concerning with the complete goals of the 

conversation.  

Most research and improvement has been carried out on task 

oriented dialogues in parts where there is some concrete 

application scenario in view, such as automating call centers 

that deliver information on handle travel bookings or 

transportation services. 

More stimulating applications are where the data source 

available to computer is open-ended or unstructured. E.g. the 

role of the machine participant may basically be to chat on a 

series of topics or it might be to benefit a user refine their 

understanding of a topic. 

VI. WHERE APPLICABLE ARE USED 

 

Medical Documentation 

In the health care sector, speech recognition can be 

executed in front end / back end of the medical 

documentation procedure. Front-end speech 

acknowledgment is where the provider dictates into a speech 

recognition engine, the recognized words are showed as they 

are spoken, and the dictator is responsible for editing and 

signing off on the document. Back end / deferred speech 

recognition is where the source prescriptions into a digital 

dictation system, the voice is transferred through a speech-

recognition machine and the acknowledged draft document is 

transmitted along with the original voice file to the editor, 

where the draft is revised and report concluded. Deferred 

speech recognition is extensively used in the industry 

presently. 

 

In-Car Systems 
Usually a manual control input, perhaps by means of a 

finger control on the steering wheel, permits the speech 

recognition system and this is signaled to the driver by an 

audio prompt. Resulting the audio prompt, the system has a 

―listening window‖ during which it may receive a speech 

input for recognition. 

Simple voice commands may be used to start phone calls, 

select radio stations or play music from a well matched 

smartphone, MP3 player or music loaded flash drive. Voice 

recognition abilities vary between car make and model. 

Some of the latest car models offer natural language speech 

recognition in place of a static set of commands, permitting 

the driver to use full sentences and shared phrases. With such 

systems, there is, therefore, no necessity for the user to 

memorize a set of static command words. 

 

High-Performance Fighter Aircraft 

Extensive determinations have been devoted in the past 

decade to the test and evaluation of speech recognition 

in fighter aircraft. Of specific note have been the US program 

in speech recognition for the Advanced Fighter Technology 

Integration (AFTI)/F-16 aircraft (F-16 VISTA), the software 

package in France for Mirage aircraft, and other programs in 

the UK commerce with a range of aircraft platforms. In these 

programs, speech recognizers have been performed 

efficiently in fighter aircraft; with uses include its set radio 

frequencies, commanding an autopilot system, set steer point 

coordinates and weapons release parameters, and guiding 

flight display. 

 

Usage in Education and Daily Life 

For language learning, speech recognition can be 

beneficial for learning a second language. It can impart 

suitable pronunciation; in addition to assisting a person 

develop eloquence with their speaking skills. 

Students who are sightless (see Blindness and education) , 

have very low vision can advantage from using the 

technology to convey words and then hear the computer 

describe them, as well as use a computer by commanding 

with their voice, instead of having to appearance at the 

screen and keyboard. Students who are physically suffer 

from Repetitive strain injury/other injuries to the upper 

extremities can be reassured from having to worry about 

handwriting, typing or working with a scribe on school 

coursework by using speech-to-text programs. They can also 

use a computer at home without having to physically 

https://en.wikipedia.org/wiki/Computer_vision
https://en.wikipedia.org/wiki/Machine_hearing
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function a mouse and keyboard or develop speech 

recognition technology to freely enjoy observing the Internet. 

Speech recognition can permit students with learning 

incapacities to become better writers. By saying the words 

aloud, they can growth the fluidity of their writing, and be 

alleviated of concerns regarding spelling, punctuation, and 

added mechanics of writing. 

VII. NATURAL LANGUAGE PROCESSING 

Natural language processing of a text consists of three 

phases:  

 Morphological analysis.  

 Syntactic analysis.  

 Semantic analysis.  

 

The initial phase is morphological analysis. For each all 

log relations for grammatical categories like gender, case, 

and declension and so on are formally extracted from the 

sentence. 

The following phase is syntactic analysis. Syntactic 

relations between words are created in the sentence, main 

and subordinate parts of sentence are mined, and sentence 

type is specified, and so on. Syntactic analysis is executed 

phase-by-phase using the data obtained at the preceding 

phase. This phase uses lexical and syntactic rules for 

analyzing the language. 

Semantic analysis phase is the most difficult phase of 

natural language processing. It is based on knowledge 

machine for a specific subject field and the information 

received within previous phases. At this stage a linguistic 

construction is compared with the construction stored in 

system memory.  

Creating word semantic model is declared as 

polysemanticism. Word sense is a set of possible values; 

each of them may be implemented in a specific subject 

field[10]. 

VIII. NLP ALGORITHM 

 

PART OF SPEECH: A classification of words (generally, 

of lexical items) which have related grammatical properties. 

Words that are assigned to the identical part of speech 

usually show related behavior in terms of syntax they play 

similar parts within the grammatical structure of sentences 

and sometimes in terms of morphology, in that they submit 

to inflection for related properties. Normally itemized 

English parts of speech are noun, verb, adverb, adjective, 

preposition, pronoun, conjunction, interjection, and 

occasionally article or determiner, numeral. 

 

PART-OF-SPEECH TAGGING : also named grammatical 

tagging / word category disambiguation, is the technique of 

pattern up a word in a text (corpus) as matching to a specific 

part of speech, based on both its meaning and its context  i.e. 

Its relationship with adjacent and corresponding words in a 

phrase, sentence, or paragraph. A basic form of this is 

frequently educated to school-age children, in the 

identification of words as nouns, verbs, adjectives, adverbs, 

etc. 

PART-OF-SPEECH CHUNKING: Chunking is a process 

of mining phrases from unstructured text. Instead of just 

modest tokens which may not signify the actual meaning of 

the text, it’s suitable to use phrases. 

CORRELATION ANALYSIS ALGORITHM 

It is great advantageous when you want to comprehend the 

relationship among variables or columns. There are two 

techniques to implement the correlation analysis with the 

algorithm. One is to find the correlation between the 

categorical values, for instance regions. Another is to find the 

correlation between the variables or columns.  

IX. CURRENT STATUS OF WORK 

 

 We have collected the data related to natures.  

 

 NLP created image retrieval is used to retrieve 

images from a trained record by referring the text 

spoken into the system. We have trained the data 

physically by rename the image name. 

 After run the program, the system will provide the 

search engine interface to the user.  

The user will speech and the user’s speech will be converted 

into the text format it is done using speech to text function. 

And according to that text our system will get the image 

while searching; system will gather meaningful information. 

X. CONCLUSION 

An image retrieval technique involves Speech to text 

Conversion technique which is proposed in this paper. 

Different types of topologies algorithms, methods of natural 

language processing NLP which are uses for process the user 

query. We will use all this concepts and will retrieved images 

from trained dataset. 
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