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Abstract— Coreference resolution is an important processing step for semantic analysis of a text in NLP. It facilitates in better 

understanding of the text. So coreference resolution tool becomes a necessity for every NLP process meant for text 

understanding or generation. The task of selecting a tool from a range of available open source coreference resolution tools can 

be challenging. This paper presents a study of these available open source coreference resolution tools with the aim to select a 

better performing tool that can be integrated into an NLP pipeline with ease. After the initial theoretical study of 13 open 

source coreference tools, a black box testing approach has been followed for testing the performance of 5 selected tools for 

their performance, usage and ease of integration for building an NLP application like summarization system, dialogue system 

etc. The performance evaluation is done using standard CoNLL 2012 coreference dataset for English language. The 

coreference marked output is evaluated against the manually tagged gold standard dataset. The performance is analyzed to 

select the best performing coreference tool for practical applications. 
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I.  INTRODUCTION  

With a huge amount of textual information openly available 

on the web, the need for Automatic Text Summarization 

(ATS) and Information Extraction (IE) in particular are 

becoming more relevant. These applications of NLP require 

automated processing at morphological, syntactic, semantic 

and pragmatic levels of language. For understanding any 

sequence of sentences as a coherent text, or in discourse 

interpretation, coreference has a major role to play at the 

linguistic level. They represent the agreement between 

sentences and act as a link among sentences to show the 

cohesion and coherence thus making it easier to comprehend.   

 

The literature clearly indicates that the thrust in the area of 

coreference resolution tools and its automatic evaluation 

techniques started in the early 1990s with MUC-6 

conference
1
 and reached a reasonably stable state in the 

terms of standard evaluation metrics and multiple open 

source quality tools for usage by 2012 with CoNLL-2012
2
 

conference shared task. Though, most of the tools available 

for usage were designed and developed during this interval, 

the problem of coreference resolution is still an open 

problem. The progress in the approach used for resolving 

coreference is evident from the range of features used in 

resolving coreference to the availability of knowledge 

resources from where these features were being extracted.  

                                                           
1
 https://cs.nyu.edu/cs/faculty/grishman/muc6.html 

2
 http://emnlp-conll2012.unige.ch/ 

 

 

On the tool development front, the algorithm approach has 

progressed from supervised to unsupervised machine 

learning and is moving towards deep neural network 

approaches.  

 

This paper presents a systematic study of 13 openly available 

coreference tools and libraries from different NLP labs. This 

study was extended to choose the better performing 

coreference tool for the purpose of integrating it to an NLP 

application. From the tools studied, 5 were further selected 

for black box testing to get a hands-on usage experience and 

performance analysis using CoNLL-2012 gold standard 

dataset for coreference resolution. 

 

The rest of the paper is organized as follows: section II 

explains coreference resolution as a kind of entity resolution 

and its related terminology, section III discusses previous 

work and surveys about coreference and how this survey 

study is able to fill the gap. Section IV focuses on the 

theoretical study of a list of 13 coreference tools and 

libraries. Section V further analyses the performance of 5 

tools with reference to CoNLL-2012 gold standard dataset 

for English language, section VI discusses the result and 

section VII concludes the paper. 

 

II. UNDERSTANDING  COREFERENCE 

 

In linguistics, discourse knowledge is included in the text 

through entity resolution and linking. Entity resolution refers 
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to identifying named entities viz. name, place, organization 

and resolving it with pronouns/anaphora in place of repeated 

occurrences of the entity in a discourse. The entity resolution 

process involves recognizing, resolving and linking the 

mentions.  Research has shown that NLP applications like 

machine translation, text summarization, information 

extraction, paraphrase detection etc. have gained 

improvement due to the entity resolution process. The 

research in entity resolution has been focussed on anaphora 

resolution and coreference resolution mainly. 

 

Anaphora is the expression whose interpretation depends 

upon another expression in its antecedent. The process of 

finding this antecedent for an anaphor is known as anaphora 

resolution. Here, the anaphor is the reference pointing to the 

previous item while antecedent is the entity which the 

anaphor is referring to. Example 1 below shows a sentence 

with ‟It‟ as anaphor referring to the antecedent ‟the car‟.  

 

Example 1: ”She saw [the car] going on the road. [It] later 

crashed into a roadside tree.”  

 

Some common anaphor types are pronominal anaphora, 

definite noun phrase anaphora, verb anaphora etc. 

Pronominal anaphora is the most experimented anaphora in 

NLP.  

 

Coreference is the mentions referring to the same real-world 

entity. Coreference resolution is the task of finding the 

mentions in text and clustering them according to the entity 

they refer to. Here, an entity denotes an object in the world 

and mention is a referring expression that describes that 

object. Example 2 below shows a coreference resolution 

cluster containing „Mohandas Karamchand Gandhi‟, „He‟ 

and „Gandhi Ji‟ where „Mohandas Karamchand Gandhi‟ is 

an entity and „He‟ and „Gandhi Ji‟ are mentions.  

 

Example 2: “[Mohandas Karamchand Gandhi] was a great 

freedom fighter. [He] was regarded as the “ Father of the 

Nation”. [Gandhi Ji] believed in satya and ahimsa.“  

 

In a text, a specific anaphor and some preceding or following 

noun phrases may be coreferential, thus forming a 

coreference chain of entities which have the same referent. 

Coreference is a specific case of anaphor realized by 

pronouns and non-pronominal definite noun phrases. Figure 

1 shows the relation between anaphora resolution and 

coreference resolution [1].  

 
Figure 1: Relation between anaphora and coreference [1] 

 

Coreference resolution is an important processing step in 

NLP for implementing coherence and cohesion as machines 

can process language better by substituting all the references 

with their entities. when multiple terms in a text point to the 

same entity in the real world, a chain is formed which helps 

in sequencing the text for better understanding. 

Linguistically, coreference can be of pronominal, nominal or 

a named entity type. Figure 1 shows that definite pronominal 

anaphora and identity references are special kind of 

coreference represented using pronouns thus making it an 

anaphora as well.  Coreference can exist at an inter-document 

level as well but not anaphora. So computationally, the task 

of coreference resolution searches for all forms of 

coreference categories like a noun phrase, pronouns etc., 

whereas anaphora resolution, requires to focus on identifying 

all forms of the antecedent referring to the same sense. 

 

At a human level, people are tuned to automatically resolve 

coreference by using the context and grammar clues along 

with world knowledge and meaning derived from the text. 

But implementing it computationally is a challenging task, as 

it requires a good amalgamation of semantics and world 

knowledge besides the basic knowledge of language 

grammar. And with the abundance of languages that exist, 

the challenge increases exponentially. 

 

III. RELATED WORK  

 

While looking for a high-performance coreference tool that is 

easy to integrate with any NLP system with application 

perspective, an extensive search was done for the existing 

survey papers with the idea to get some clues. The interest of 

the search was mainly towards a comparative analysis of the 

tools available in terms of their performance and ease of 

usability. Though, with not much success in the review of 

tools, some of the review papers were revisited to understand 

their findings. This quest became the driving force behind 
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this paper. The understanding of other reviews on 

coreference has been mentioned here. 

 

The survey study of research papers about coreference 

resolution was done by P. Elango that focused on linguistic-

based approaches and machine learning-based approaches 

[2]. Linguistic and domain knowledge dependent algorithms 

like Hobbs’ algorithm, Centering theory and variations of 

Centering theory were studied under linguistic-based 

category. For machine learning-based approaches statistical 

methods like naive-bayes based model, decision-tree based 

approach, conditional random field approach and its 

variations, clustering approach and corpus-based approaches 

were studied. Zheng et al. reviewed coreference resolution 

methods for the clinical domain with the intention to build an 

end-to-end coreference system [3]. They explored the 

methodologies based on heuristic method, supervised 

approaches and unsupervised approaches. The corpus used 

by them for exploring coreference was ontology-based due to 

a specific pattern found in clinical data, which can be easily 

captured using an ontological approach. Beheshti et al.  

reviewed and analyzed the coreference resolution methods 

and tools for a cross-document scenario [4]. A systematic in-

depth study of some of the popular coreference and named-

entity resolution tools like LingPipe
3
, Supersense tagger

4
, 

AFNER
5
, Stanford-NLP

6
, OpenNLP

7
 and Alchemy API

8
 

with a focus towards cross-document coreference analysis 

was explored in their survey. Suthankar et al. presented a 

review of the scope of anaphora and coreference resolution 

task in terms of entity resolution [1]. A detailed analysis of 

the dataset, evaluation metrics and algorithm used from rule-

based methods to deep learning methods for the anaphora 

and coreference resolution is presented in this paper. 

 

After going through the reviews done in the past it was found 

that either the reviews are too old to include all latest 

developed coreference tool or the focus is mainly from a 

different perspective or it is only a paper study review. This 

paper attempts to present a systematic study of coreference 

resolution tools in the light of both performance, usability 

and ease of integration with any NLP application. The 

outcome of the work is to propose a high-performance 

                                                           
3 http://alias-i.com/lingpipe/ 

4 http://sites.google.com/site/massiciara/  

5 http://afner.sourceforge.net/afner.html  

6 http://nlp.stanford.edu/ 

7 http://opennlp.apache.org/ 

8 http://www.alchemyapi.com/ 

 

coreference tool or library that can be integrated with any 

NLP application system for usage. 

 

IV. COREFERENCE TOOLS CHOSEN FOR STUDY 

 

While exploring for a good performance coreference 

resolution tool or library for integration with an NLP 

application, both licensed as well open source coreference 

tools and python libraries were considered. The literature 

review clearly indicates that the experimentation on 

coreference tool started around two decades ago. Since then 

a long list of open source coreference resolution tools and 

libraries from various NLP labs have been released across 

the globe. At the commercial level, no tool was found listed 

on the web. The possible reason could be the fact that 

coreference resolution appears almost at the end of NLP 

pipeline and there are hardly any commercial organizations 

engaged in developing an NLP tool from end to end on a 

commercial basis. The focus of these organization remains 

only on a specific application or domain. Hence, the focus 

of this study have been limited to open source coreference 

resolution tools and libraries. Also, while exploring the 

tools and literature, it was found that most experimented 

coreference resolution was of anaphoric nature mainly 

pronominal type.  

 

The coreference resolution tools and libraries considered  for 

this study are ARKRef [5], BART [6], Berkeley Coreference 

Resolution tool [7], GATE coreference tool [8], Guitar [9], 

Illinois Coreference Package [10], JavaRAP [11, 12], 

OpenNLP
7
, Reconcile [13], RelaxCor [14], Stanford 

Deterministic Coreference Resolution system [15, 21], spacy 

python library [16] and CorefGraph python library [17]. 

These were studied for the technique used for coreference 

resolution, input file format, output file format, type of 

interface, any separate preprocessing and finally the 

algorithm approach used for designing the tool.  

 

Table 1 lists out the labs/organizations/individuals where the 

tool was developed, URLs of coreference tools and 

programming language used for coding, version information 

and licenses of the tools studied here. Also mentioned in the 

table is the update status of the tools. The information has 

been collated to get a consolidated view of all the 

coreference tools and libraries. The table clearly indicates 

that most of the tools are updated and maintained by their 

respective labs since their release.  

http://www.alchemyapi.com/
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Table 1: List of open source Coreference tools and libraries at a glance 

 
Table 2 consolidates the information regarding the 

functioning of these tools.  It collates the information about 

the input file format, output file format, type of interface 

available, if the tool requires any kind of separate 

preprocessing and the algorithm approach used for designing 

the tool. 

 

From Table 2 it is evident that different input file format 

supported by the tools are raw text, CoNLL and XML. Raw 

text format is the preferred format except for Guitar which 

accepts only XML input and RelaxCor that supports only 

CoNLL format. Similarly, the different output file format 

generated by the tools are coreference annotated data file, 

XML format and CoNLL format file. Besides these 

JavaRAP can produce a list of anaphora-antecedent pair 

format, reconcile can produce MUC-6 format, RelaxCor 

can produce HTML output and Stanford can also generate 

json and serialized format output. The interface supported 

by most of these tools is command line. Besides this 

BART, Illinious, JavaRap, Stanford and Spacy also support 

online and some are available as a framework, library, API 

etc. such as Spacy, CorefGraph, GATE. Since coreference 

resolution requires preprocessing, most tools support in-

built preprocessing except ARKRef and GuiTAR where 

external preprocessing tools are required.  
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Table 2: Usage formats of the coreference tools.  

(Y- yes, N- no, # - anaphora-antecedent pair, @ - more formats available, * - available but not working) 

 

 
To understand these tools in terms of performance and ease 

of usage, some of these tools were chosen for a black box 

usage study. Section V discusses the experimental approach 

followed in detail. 

 

V. EXPERIMENTAL STUDY 

 

From the list of coreference resolution tools and libraries 

mentioned in Table 1, five are selected for further the 

experimental study. The criteria for choosing the tool/library 

for experimental study is as mentioned: 

i) Should be easily accessible/downloadable 

ii) Should be able to install/include with ease 

iii) Not much additional software requirement 

iv) Should be compatible with the recent version of the 

software and machines. 

 

Along with the above criteria, the last modification time was 

also considered while choosing the tool as it suggests the 
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maintainability of the tool. These criterias have been curated 

with the aim of selecting a coreference tool which can be 

integrated with any python based NLP application with ease. 

Based on these parameters, the tools/library considered for 

 

Table 3:  Results of coreference resolution evaluation scores using CoNLL-2012 dataset 

 
further experimental study is BART, Berkeley, Reconcile, 

Stanford and Spacy. 

The method followed for experimentation was: 

 

i) Install these tools on a local machine 

ii) Use a standard test data for which gold standard 

reference data is available for evaluation.   

iii) Test all five systems with the raw test set as input  

iv) Test the annotated output file against the gold 

standard reference data 

v) Evaluate the result with the standard automatic 

metrics used for evaluating coreference resolution 

links 

A. Data  

For the experiment here, the CoNLL 2012
9
 dataset is used. 

This dataset was released as a part of  CoNLL 2012 shared 

task on coreference resolution. The Based input was given in 

plain text format and the output generated was received in 

annotated file format. This output was converted to CoNLL 

format for evaluation. 

B. Evaluation Metrics Used  

Since the outcome of the coreference resolution is in the 

form of clusters/chains, the metric is expected to evaluate 

these chains against the gold standard data set. The metric 

used for evaluation is the standard coreference metric  MUC, 

B^3 and CEAF-E which is discussed here as: 

i) MUC: MUC is the most widely-used metric based on 

coreference links [18]. It counts the number of common 

links between the reference gold set and the system 

output. The precision is computed as the number of 

common links between gold chains and the system-

output chains divided by the number of links in the 

system-output chains. The recall is computed as the 

number of common links between the gold chains and 

the system-output chains are divided by the number of 

                                                           
9
 http://conll.cemantix.org/2012/data.html 

 

links in the gold chains.  

ii) B-Cubed: B-CUBED also referred as B^3 is a mention-

based metric, i.e. the overall recall/precision is computed 

based on the recall/precision of the individual mentions 

and then averaged to obtain the overall recall and 

precision [19]. This metric considers singleton mentions 

which were missing in MUC evaluations.  

iii) CEAF-E: A Constrained Entity Alignment F-Measure 

(CEAF) metric scores a coreference resolution by 

finding an optimal one-to-one mapping (or alignment) 

between the gold chains and the system-output chains 

[20]. It is able to address the issue of B^3 metric which 

uses a chain more than once in precision and recall 

evaluation. It evaluates by finding the best one-to-one 

map as a maximum bipartite matching problem. CEAF 

uses a similarity metric for each pair of entities i.e. a set 

of mentions to measure the goodness of each possible 

alignment.  

VI. RESULT AND ANALYSIS 

Using MUC, B^3 and CEAF-E metrics, precision and recall 

of the outputs are calculated and combined to give an F-score 

measure. The F-scores of all 3 metrics is averaged to get an 

integrated performance of all the tools.  

Table 3 shows the experiment result of coreference 

resolution analysis. Figure 2 shows the performance of each 

of the coreference tool studied using the standard evaluation 

metrics. Figure 3 displays the F-scores of each metric for the 

tools into consideration. The results show that spacy library 

has outperformed all the other chosen systems by an 

improved average F-score of 1.94 percent. The reason can be 

attributed to the deep learning algorithm approach followed 

by this library. The spacy coreference resolution approach 

involves a rule-based mentions-detection method to identify 

the coreference pairs which is then scored using a feed-

forward neural network model. This library requires the user 

to load the pre-trained neural coreference model which is 

available in three different sizes for English language. The 

library also provides the option to train the neural model for 
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other languages provided a large dataset is available. 

Through this hands-on experience, the standard coreference 

tools were used and understood the way to include these as a 

part of any NLP pipeline. 

 
Figure 2: Performance of each coreference tool experimented 

 

 
Figure 3: F-measure of the three metrics for the tools 

experimented 

 

 

The results show that spacy library is the better performing 

coreference resolution system among the systems considered 

here for the experiment. This experiment presented a black 

box approach to choose the best performing coreference tool 

for integrating it with any NLP application. 

 

VII. CONCLUSION AND FUTURE SCOPE  

 

This paper presented a theoretical and comprehensive study 

of 13 open source coreference resolution tools and libraries 

on the parameters of their approach, maintainability and 

usage etc. From the tools studied BART, Berkeley, 

Reconcile, Stanford and Spacy tools were selected further for 

an experimental study and analysis. A black-box testing 

approach was followed for a performance study using 

CoNLL dataset.  The output received was evaluated using the 

standard coreference evaluation metrics MUC, B^3 and 

CEAF-E. The F-scores show that Spacy outperforms all the 

selected tools. This study can be used as a guiding element 

by the research community in selecting an open source 

coreference resolution tool while developing any NLP 

application for understanding and generation. In future, 

based on this study, a system can be build by integrating 

multiple coreference tools into NLP pipeline to maximize the 

performance of the NLP application. 
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