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Abstract— The data mining is a technique by which the computational algorithms are trained for finding the similar patterns 

from the huge or raw set of data. The training of the algorithms is performed on the patterns which are required to extract from 

the data. The training of the algorithms can be supervised or unsupervised. The main advantage of the supervised learning 

algorithms, these are efficient, accurate and effective as compared to the unsupervised learning approaches. In this presented 

work the text classification is the key area of study. The text classification techniques are used to classify according to their 

categories or the domain specific knowledge. Thus the text classification has rich applications. Among a number of 

applications of the text classification the social media based text classification and the sentiment analysis of the user’s text is 

comparatively new work in the text mining. In this presented work the social media based text is mined for discovering the user 

sentiments or moods which are expressed using the twitter based text communication. Therefore big data analytics are used to 

performing the text classification. First the twitter data is hosted on the HDFS directory and then the features are computed 

using the Map-reduce technique. The collected features are then labelled using the NLP tool which is used to discover the part 

of speech composition of the text sentences. After parsing the text using NLP tool the Bayesian classifier is implemented for 

classification of the social media text. The implementation of the proposed technique is performed using the JAVA technology. 

After implementation the performance of the proposed system is evaluated in terms of accuracy and the complexity. Both the 

performance parameters show the proposed sentiment analysis technique is effective and accurate for classifying the social 

media text for orientation discovery of user text. 
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I. INTRODUCTION 

 

The sentiment analysis and emotion based text classification 

is becomes more and more popular in the data mining domain. 

The key reason behind this the number of business 

applications need to know about the orientations of the users 

and the user’s mood, interest and other personalized view of 

user. Therefore in different recommendation engines the user 

behaviour and the user orientation and interest are evaluated. 

Apart from these applications the key issue in sentiment 

based text analysis is to understand the hidden feeling in the 

text documents of the users. Therefore in various stress 

management systems the social media data is used to analyse 

the emotions of the user. This analysis need to implement 

some computer based algorithms which understand the 

patterns of the text data and classify according to their 

emotional patterns. 

The classification of data is a kind of supervised learning 

which needs training from the similar patterns of data. 

Additionally after training these algorithms are able to 

distinguish the similar patterns on which the algorithms are 

takes training. In this presented work the twitter dataset is 

used for analysis and sentiments based text analysis. Now in 

these days that is much popular application among the 

youngsters. The students, politicians, business owners and 

others frequently usages the twitter and react on the current 

trending patterns. These reactions on the social media 

represent the nature, mood and the emotions of the user for 

the specific post or article. 

In this presented work the twitter dataset is used for 

analysis and sentiments based text analysis. Now in these 

days that is much popular application among the youngsters. 

The students, politicians, business owners and others 

frequently usages the twitter and react on the current trending 

patterns. These reactions on the social media represent the 

nature, mood and the emotions of the user for the specific 

post or article. 

Section I contains the introduction of Bayesian 

classification for social media text, Section II contain the 

proposed system for the sentiment text analysis, Section III 

contain the results and their detailed understanding, and 

Section IV summary of entire work and future directions. 

 

 



   International Journal of Computer Sciences and Engineering                                     Vol.6(7), Jul 2018, E-ISSN: 2347-2693 

  © 2018, IJCSE All Rights Reserved                                                                                                                                        642 

II. PROPOSED WORK 

 

The proposed system for the sentiment text analysis and their 

accurate evaluation a new system is prepared using the 

traditionally available techniques. The organization of 

methodologies for obtaining sentiment based text analysis is 

given using figure 1. 

Twitter dataset: The machine learning techniques required to 

phase of processes involved in the classification techniques 

first the learning through the previous examples and then 

utilizing the previous examples for classifying the data of the 

similar pattern. The given twitter data is used for the learning 

in the proposed technique of classification. 

HDFS: That is the big data repository which is used to store 

the data for learning and classification. Thus that is just 

storage architecture of data for processing in big data 

environment. 

MAPREDUCE: That is a data processing tool used with the 

Hadoop infrastructure to process the data and reduce the 

amount of data from the actual amount of data using the 

mapping techniques. The training data placed in Hadoop 

directory is processed using the map-reduce and produced in 

next phase for storing them in to column arrangement. 

HIVE: Hive provides the data storage structure in the column 

manner thus the different number of attributes which are 

participating in classification is organized for the text data is 

used for further processing in the table manner. 

 

 
Figure 1 proposed methodology 

 

Features: In this phase the column based data is processed to 

find the word occurrence frequency for the given or specified 

classes in the sentiments. Therefore the term frequency is 

provided by the following formula: 

               
                              

                    
 

Feature enhancement: That is a feature enhancement 

technique or the data quality improvement technique by 

which the incomplete words and the different text symbols are 

recovered from three different data bases. These three 

different data are as follows: 

 Keyword database: Keyword database contains the 

significant amount frequent words that are frequently 

occurred in any kind of text sentence organization such as, 

is, am, are, this, that, to and others. Using the feature 

enhancement technique the words are compared to the 

database and removed from the available features.   

 Abbreviation database: In most of social network sites 

the number of abbreviations is used during the text 

communication such as for take care the people usage the 

terms TC. Thus a database is prepared with the 

Abbreviation and their full forms to reform again the 

entire aspect of the text data. 

 Similes database: During text communication for 

expressing the moods and the emotions sometimes user 

are also usages the graphics or special characters. These 

special characters and graphics in the social network are 

known as the similes. Thus a database with the similes and 

their meaning is also prepared to enhance the features by 

completing the sentences. 

Tagging: In this place the user interaction with the feature list 

is required to supply the initial tags these tags are in terms of 

noun, pro-noun and other semantics of the text data. 

Bays classifier: In this phase the tagged data from the 

previous phase is utilized to develop the statistical classifier. 

Which first prepare the training from the training data set and 

then the test set is used to provide the classification of the 

data according to the hidden sentiments. 

Interface: The provision is made in order to simulate the 

training and test of the proposed sentiments based text 

classification model. That is a basic user interface design 

which is used to submit the training and testing dataset for 

classification and performance measurement. 

Query input: That is a part of testing phase which is used to 

produce the unknown text for finding the orientation of the 

text communication without any class labels and that the 

responsibility of the data model to analyse the text data and 

provide the class labels for the unknown text according to the 

tagged data.  

Performance: After the classification task the performance of 

the classification system is evaluated in terms of their 

accuracy, error rate and the other efficiency parameters. 

 

III.  RESULTS ANALYSIS 

 

After implementation of the proposed text classification 

system are performed. This chapter provides the detailed 

discussion about the preformed experiments and their 

computed results in terms of different performance 

parameters. The obtained results and their detailed 

understanding are given in this chapter. 
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A. Accuracy  

In a data mining based classification system the amount of 

correctly recognized patterns are known as the classification 

accuracy. The accuracy of the system in terms of percentage 

can be computed using the following formula. 

         
                              

                    
     

The accuracy of the implemented algorithm is represented 

using table 1 and figure 2. The given graph figure 2 contains 

the accuracy of the implemented algorithm. The X axis of the 

diagram contains the amount of data during the training and 

testing and Y axis contains the obtained performance in terms 

of accuracy percentage. 

 

 
Figure 2 accuracy 

According to the obtained results the performance of the 

proposed classification technique provides more accurate 

results. Additionally the accuracy of the learning model is 

increases as the amount of instances for the learning of 

algorithm is increases.   

  

Data  size Proposed algorithm  

100 78.32 

200 79.05 

300 81.37 

500 83.24 

800 86.28 

1000 88.35 

2000 89.32 

Table 1 accuracy  

 

B. Error rate 

The amount of data misclassified samples during 

classification of algorithms is known as error rate of the 

system. That can also be computed using the following 

formula. 

             
                             

                    
     

Or 

                          

 
Figure 3 error rate 

 

Dataset size  Proposed algorithm  

100 21.68 

200 20.95 

300 18.63 

500 16.76 

800 13.72 

1000 11.65 

2000 10.68 

 

Table 2 error rate 

The figure 3 and table 2 shows the comparative error rate of 

implemented algorithm. In order to show the performance of 

the system the X axis contains the amount of data used for 

training and the Y axis shows the performance in terms of 

error rate percentage. The performance of the proposed 

classification is effective and efficient during different 

experimentations and reducing with the amount of data 

increases. Thus the presented classifier is more efficient and 

accurate than the traditional approaches of text classification.  
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C. Memory usage 

Memory consumption of the system also termed as the space 

complexity in terms of algorithm performance. That can be 

calculated using the following formula: 

                                            

 
Figure 4 memory consumption  

 

The amount of memory consumption depends on the amount 

of data reside in the main memory, therefore that affect the 

computational cost of an algorithm execution. The 

performance of the implemented classifier for sentiment 

classification is given using figure 4 and table 3. For reporting 

the performance the X axis of figure contains the amount of 

data required to execute using the algorithms and the Y axis 

shows the respective memory consumption during 

experimentations in terms of kilobytes (KB). According to the 

obtained results the performance of algorithm demonstrates 

similar behaviour with increasing size of data, but the amount 

of memory consumption is increases with the amount of data. 

 

Dataset size  Proposed algorithm  

100 33677 

200 34827 

300 34882 

500 36728 

800 38918 

1000 39928 

2000 40299 

           Table 3 memory consumption  

 

D. Time consumption  
The amount of time required to classify the entire test data is 

known as the time consumption. That can be computed using 

the following formula: 

                                  

The time consumption of the proposed algorithm is given 

using figure 5 and table 4. In this diagram the X axis contains 

the size of dataset and the Y axis contains time consumed in 

terms of milliseconds. According to the comparative results 

analysis the performance of the proposed technique shows the 

less time consumption. But the amount of time is increases in 

similar manner as the amount of data for analysis is increases.  

 

 
Figure 5 time consumption  

 

Dataset size  Proposed algorithm  

100 60 

200 105 

300 163 

500 256 

800 562 

1000 771 

2000 918 

Table 4 time consumption 

 

IV. CONCLUSIONS 

 

The proposed work is intended to find the data mining 

approach which is used to classify the text data according to 

their sentiments. Therefore the proposed study is focused on 

analysing the text mining techniques and classification 

algorithms. The chapter provides summary of entire work 

performed additionally future extensions are also suggested. 
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A. Conclusion 

Data mining technique supports both the kinds of learning 

methods supervised and unsupervised to analyse data. The 

learning algorithms are help to classify or categorize the data 

in groups on which the patterns are belongs (known as class 

labels). The algorithms are computer based programs that 

used to analyse data without human efforts by using the past 

experience of the similar pattern data. Now in these days the 

popularity of social media applications is growing. In these 

platform the significant amount of users are expressing their 

emotions using the text. Sometimes this data is in quantity are 

very large thus the big data can be used for proper evaluation 

and processing. Most of the social media networks are 

consuming the services of big data. 

The proposed work analyse social network based text more 

specifically the twitter based text for sentiments analysis and 

the text orientation discovery. Therefore to analyse the data in 

more effective manner the proposed work involves the big 

data environment for data storage, and pre-processing. For 

storage the HDFS file system is used and to pre-process and 

the feature extraction the MapReduce is used. The pre-

processed selected features form text is then stored in the hive 

data structure and their tagging using the NLP tool is 

performed. The NLP tagged data is now used to make 

training of the Bayesian classifier. During the training of the 

classifier the probability distribution for both the classes are 

computed and then the trained model is used for data 

classification. To classify the data the real world twits can be 

used with the similar tagging concepts.   

The implementation of proposed big data based sentiment 

classification system is performed using JAVA technology 

and their performance analysis is performed using the 

experimental data analysis basis. The performance of system 

is estimated for finding system accuracy and error rate in 

prediction. Additionally for performance in terms of time and 

space complexity is also evaluated to provide the efficiency. 

The performance summary is given using table 5. 

S. 

No. 

Parameters  Remark  

1 Accuracy  The accuracy of the learning 

model is depends on the quality 

and quantity of data. As the 

learning data is increases for both 

orientation the accuracy of the 

system is increases in similar 

manner  

2 Error rate The proposed system is adoptive 

and preserves the past learning 

experience in the data storage. 

Thus increasing learning patterns 

reduces the error rate of the 

system 

3 Memory  Memory consumption is 

proportional to the amount of 

data to be processed but the 

memory consumption is 

demonstrate the similar 

behaviour not much fluctuating  

4 Time  Less time consumption of the 

classification system is observed. 

That is not much fluctuating with 

the respective amount of data  

Table 5 performance summary 
  

According to the obtained results the system is efficient and 

accurate for classifying the text according to sentiments 

orientations. Thus proposed model for text classification is 

adoptable and efficient.  

 

B. Future work 

The proposed work is accurate and efficient for classifying 

the patterns of text data. The technique is successfully able to 

distinguish the sentiments hidden in text. In near future that is 

promising approach for providing accurate classification. The 

following extension may be feasible for future work. 

a. Adopt more literature for improve the technique for 

dynamic or stream based big data environment.  

b. Need to improve the real time data opinion of the user 

directly implementable with any social media web 

application. 

c. The approach is also extendable for multiclass 

classification of the emotions with different other kinds 

of applications such as stock market price prediction and 

other. 
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