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Abstract- Image steganography is used as a covert communication technique which hides secret data in cover image 

intelligently so that it is visually imperceptible. This is often used by individual or organization with bad intent to harm 

people, organization or society. Steganalysis technique is used to break these systems to extract the secret information, 

reveal such covert communication and thwart imminent threat. Steganalytic techniques can be broadly classified as targeted 

or blind. In the former the knowledge of steganographic system used should be known and the latter adopts a more general 

approach where no knowledge of the process used to hide data is required. This paper studies some well-established 

statistical methods of targeted steganalysis and gray level co-occurrence matrix based blind steganalysis and compare their 

performances. 
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I. INTRODUCTION  

Image steganography and steganalysis try to defeat each 

other [1][2]. The former hides data and creates stego image 

from cover whereas latter does the opposite i.e. uncover 

secret data in cover image. Statistically hidden data can be 

perceived as noise addition to image signal resulting in 

alteration of statistical properties of the cover image. A 

good steganalytic system tries is to discover these patterns 

to distinguish between clean and stego image. So this job 

is more difficult and complex than steganography. In this 

cyber age it is quite essential for organization or 

government agencies to use it in forensics, tracking 

terrorism and criminal activities [3]. Steganalysis may be 

either targeted or blind. The former utilizes the knowledge 

of the steganographic algorithms used to hide data and the 

latter is independent of such knowledge. Numerous 

methods exist in each of the categories [4]. Among these 

methods statistical image steganalysis techniques such 

Chi-square (χ^2) attack, RS analysis, Sample Pair Analysis 

(SPA) and Least Square are widely accepted [5][6][7][8]. 

Blind image steganalysis takes a more general learning 

based approach to distinguish clean and stego image and 

dives deeper in stego image to discover patterns or features 

that are generated as a result of embedding secret data. 

Steganalytic features may be image quality measures 

(IQM), correlation based, moment based etc. Gray level 

(gray level) co-occurrence matrix (CM) represents spatial 

correlation among neighboring pixel pairs in an image. 

Haralick et al. introduced GLCM and identified fourteen 

texture features of image and further focused on seven 

most important feature for image classification[9][10]. 

Later Sullivan et al. utilizes GLCM and introduced Markov 

chain representation of GLCM [11]. The low dimensional 

representation of GLCM is also predominant [12]. Our 

study is distributed as follows. Section-II studies three well 

accepted statistical steganalysis techniques, Section-III 

discusses related work of these algorithms, Section-IV 

deals with GLCM based blind techniques, Section-V 

discussed related work of Section IV, Section VI compares 

their performances and Section-VII concludes the study 

with future direction. 

II. STATISTICAL STEGANALYSIS 

In this section the three widely accepted statistical 

steganalysis techniques are studied. 

A) Chi-square (χ^2) attack 

In 1999, A. Westfeld and A. Pfitzmann et al.  coined this 

method to detect least significant bit (LSB) substitution 

[5]. Considering LSB substitution of an 8-bit grayscale 

image C, an even valued pixel 2z in C (where 0<=z<=127) 

may change to odd pixel 2z+1 in stego image (S) or remain 

as 2z . In the same way an odd pixel 2z+1 in C may change 

to even (2z) or may remain odd. This leads to statistical 

patterns for certain pairs of value (PoV) in S histogram. 

Histogram of S shows the co-occurrence of both PoV i.e. 

(2z, 2z+1) and (2z+1,2z) becomes closer as to bit flipping 

increases. Let the frequencies of such 2z and 2z+1 in C 

are, efre(z)=frequency(2z) and ofre(z)=frequency(2z+1) 

respectively, then average is 
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 The Chi-squared (χ^2) statistic computed with (n-1) 

degrees of freedom is, 
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Message embedding probability can be derived by 

Equation-3. 
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B) Regular Singular (RS) Analysis 

 
Figure. 1    RS analysis curve. 

 

In 2001, Fridrich et al. introduced RS analysis [6]. At the 

outset the image under study is partitioned into disjoint 

pixel groups G. The group smoothness is computed by a 

discriminating function D(G). Higher D(G) represent 

nosier group. Another flipping function F can simulate the 

bit flipping in LSB substitution. A group is termed as 

regular (R) if D(F(G))>D(G), singular(S) if D(F(G))<D(G) 

and unusable(U) if D(F(G))=D(G). A mask M may be used 

to get independent flipping in a group. Representing MR  

and MS   as  percentage of number of R and S groups 

respectively using mask M, then the null hypothesis for RS 

analysis in C is, 

MMMM SSRR   ,                 (4)  

                                                                

Figure. 2   Histogram of RS statistic. 

Fridrich et al. tests equation (4) using numerous images 

and results is shown in Figure.1. If embedding rate (in 

pixel percent) is k then percentage of LSB flipped is k. (a) 

Difference of MR and MS diminishes with the rise of k 

and reaches zero when 50% pixels are flipped. On the 

contrary MR   and MS  difference increases as k rises. 

(b) The intersection point of ( MR , MR ) and ( MS , MS  ) 

has same x axis value. The secret message length can be 

computed by observing (a) and (b). The accuracy of this 

estimation depends on starting cover bias, cover image 

noise and distribution of embedding locations. Histogram 

of RS statistic as experimented by Andrew D. Ker et al. on 

5000 jpeg images is found as in Figure-2 [13]. It is not 

Gaussian and its estimated kurtosis is nearly 20. 

 

C) Sample Pair Analysis (SPA) 

In 2003, Dumitrisecu et al. pinned this method which is 

based on finite state machine (FSM) model [7]. The 

internal states of FSM are trace multi sets which is a multi-

set of sample pair pixels. LSB flipping give rise to state 

transition between states represented as trace multi-sets. A 

quadratic equation derived from FSM shown in Figure.3 

cab be used to estimate the hidden message length.  

Figure. 3 a) The FSM whose states are trace multi sets of 

Cm b) FSM for Co. 

 

For a digital signal DS={v1,v2,..vN} of N samples, a 

possible sample pair is (vi,vj) where 1<=i,j<=N. Multi-set 

MS is all such pairs from DS. A subset Dn from MS is 

created where pairs differs by n where 0<=n<=2
b
-1 where 

b= sample encoding bit length. Similarly Cm is created 

from MS in which pairs differ by m in (b-1) MSB bits. 

D2m+1 can be further partitioned into P2m+1 and Q2m+1 where 

even and odd pair member are larger respectively. D2m 

creates similar partitions. Cm can be further partitioned into 

P2m, Q2m, P2m-1 and Q2m+1. Again, C0 is creates partition D0 

and Q1. If 0 represent no bit change and 1 represent 1 bit 

change in LSB substitution then 4 possibilities are 

PI={00,01,10,11}. The probability of each such 

possibilities can be calculated in terms of k, the proportion 

of secret message length and length of DS. The quadratic 

equation derived from the FSM in Figure.3 can estimate 

the hidden message length. Andrew D. Ker has shown that 

error distribution in SPA is not normal has kurtosis 15.53 

[13]. 

 

III. RELATED WORK ON STATISTICAL STAGNALYSIS 

 

This section studies related work on targeted statistical 

steganalysis. Zhang et al. used LSB steganography to join 
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adjacent pixel pair LSB bits with modulo 2 addition [14]. 

RS and Chi-square on stego image for 50 images show 

poor result. Luo et al. used chaotic map and dynamic 

compensation with SPA for LSB substitution detection on 

2000 images [15]. Highest mean p value is 0.11% which is 

less than threshold 1.8%. S. Manoharan et al. used 25 color 

images with 24 bit depth and 16 synthetic logo for LSB 

substitution and matching using with mask= [0 1 1 0] 

resulting in 6% and %5 detection accuracy respectively 

[16]. RS performs superior with LSB substitution than 

matching. Qian, T et al. verified RS, Histogram 

Characteristic Function (HCF) and Raw Quick Pair (RQP) 

technique [17]. ROC curve shows histogram of HCF is 

superior to basic one for grayscale and colour images. RS 

and RQP detect LSB substitution at low (10%) payload, 

but HCF perform better with full load in  LSB substitution. 

N. Prokhozhev et al. evaluates performance on grayscale 

images with RS and SPA along with difference image 

histogram (DIH) and other [18]. Performance remain same 

for algorithms w.r.t. ROC but degrades above 5% payload.  

R. A. Solodukha et al. improved RS analysis with variable 

group size (VGS) for BMP images [19]. The method is 

tested with photorealistic images and results shows 

improvement of RS-VGS. N. Mewalal et al used a mixed 

model for LSB in png file with many algorithms [20]. 

Detection accuracy for long size data in RS, SPA and Chi-

square, are 54%, 55% and 99% respectively.  B. Lin et al. 

introduced chi-square fit function detection method for 

modified PVD (MPVD) on difference images [21]. DIH 

show step effect which can be reduced by dynamic 

interval. Using BOSS database detection accuracy 

observed 90.3% for 10% payload and 99.8% for full 

payload. 

 

IV. GRAY LEVEL CO-OCCURRENCE MATRIX BASED 

BLIND STEGANALYSIS 

 

A) Gray Level Co-occurrence Matrix (GLCM) 

In 1973 Haralick et al. introduced GLCM to describe 

texture feature of an image for satellite image analysis [9]. 

Co-occurrence matrix CM of grayscale image IM, 

calculates the frequency of occurrence of a pixel pair with 

an offset (∆x,∆y) in IM having ∆x= difference of vertical 

pixel position and ∆y=difference of horizontal pixel 

position. For an 8 bit grayscale image the C has size 

256x256. If IM has size M x N then, for a pair pixels of 

gray levels (i,j), co-occurrence matrix CM of IM at offset 

(∆x,∆y) is defined in Equation-5. 
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Alternatively offset of a pixel pair can be expressed as 

),( d  where d= number of pixels between pixel pairs and 

 =angle (e.g. 0, 45, 90, 135 etc.) between them. Figure-4 

represent CM of a grayscale image having intensity values 

{0, 1, 2, 3}  

 
Figure-4.  a) Image with 4 intensity levels b) CM for 0

o
 

(horizontal) c) CM for 90
o
 (vertical) d) CM for 135

o
 (Right 

down) (e) CM for 45
o 
(Left down). 

 

B) Blind Steganalysis based on GLCM 

The Haralick features can be used as input to machine 

learning model like support vector machine (SVM) or 

neural network to classify stego or clean images. In natural 

images the nonzero values of GLCM are clustered around 

the diagonal. But the embedding spread the diagonal to 

some extent. This is a major cause to selection of diagonal 

and some off diagonal elements as features. Even low 

dimensional features are extracted by using principal 

component analysis [12]. Related techniques are discussed 

in next section. 

 

V. RELATED WORK ON GLCM BASED STEGANALYSIS 

 

This section studies some GLCM based steganalytic 

methods. H.B. Kekre, et al. implemented LSB 

steganography using a ratio R and R’ of close color pair 

and unique color in an image before and after embedding 

[22]. For stego image R=R’ and R’≥R for cover. Compute 

percentage change RRRm /100*)'(   and threshold 

t=m/SSIM. If m<t then image is categorized as stego else 

cover with 83% accuracy.  A.A. Athawale et al. computed 

average GLCM for four directions {0, 45, 90,135} for LSB 

steganalysis [23].31 features are generated taking five 

central GLCM diagonals.Accuracy in colour images is 

better than grayscale by18% using Manhattan distance. Z. 

Xia et al. observed smoothness of multi-order histogram 

post-LSB matching [24]. The GLCM used to extract 

features and SVM  used for classification with 0.1 to 1 bits 

per pixel payload. The detection reliability ranges from 

0.5621 to 0.8906 for BOSS dataset. A. Anjum  et al. used 

neighbor pixel predictor (NPP) for edge and boundary 

pixels in weighted steganography (WS) method[25].A 

better detection rate is 0.47491 at 0.5 bpp payload with 

BOSS database. O. Juarez-Sandoval et al. used LSB 

matching with full payload using 12 feature derived from 

the GLCM of the difference image achieved 96.25 % and 

90.96% detection accuracy with 100% payload for BOWS-

2 and UCID dataset respectively[26]. S. Ziwen et al. 

computes the forward difference at four direction {0, 45, 

90,135}[27]. Maximum difference are thresholded to 

remove redundancy and to reduce GLCM features with 

detection accuracy of 78%, 91.75% and 92.75% accuracy 

for spread spectrum, LSB matching and generic LSB 

respectively at 0.3 bpp. S. Ghanbari et al. implemented a 

neural network based method to identify the clean and 

stego images based on GLCM features and achieved 80% 

detection accuracy [28]. I.A. Khalifa et al. produce GLCM 

of the image followed by 3 level discrete wavelet 
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transform (DWT) generating 12 sub band and DCT with 

neural network based accuracy as 81.82% [29]. 

 

VI. COMPARISON OF METHODS 

 

This section compares the techniques discussed in the 

previous sections based on the parameters a) Modelling 

Technique: The mathematical models and methods used to 

establish the technique. b) Quantitative Detection: The 

accuracy of the estimation of the hidden message length 

from stego image. c) Usage: Steganalysis class in which 

the method belong d) Error distribution: The error rate of 

detection e) Image types: The file type on which it can be 

applied. f) Compression: The effect of compression on 

detection rate. g) Maximum error rate:  Maximum 

estimated error rate. h) Feature base: Important feature 

types 

 

Table-1: Comparison among the techniques. 

Parameters Chi-Square RS SPA GLCM 

Modelling 

technique 

2 statistics of pairs 

of values[5] 

Discriminating and 

flipping operation on 

pixel group[6] 

Multi-sets of pairs as 

internal states of  

FSM.[7] 

Frequency of co-occurrence 

of pairs of values[9] 

Quantitative 

Detection 

Message length 

estimation 

unreliable[30] 

Message length 

estimate quite 

accurate[13] 

More accurate than RS 

and Chi-square[13] 

Classification is of 

importance. 

Usage Targeted Targeted Targeted Blind 

Error 

Distribution 

Not Gaussian Heavy tailed Kurtosis 

nearly 20. Follows 

Cauchy Distribution. 

Heavy tailed Kurtosis 

nearly 15.  

Diagonally clustered values 

for natural images. Depends 

on the Learning model 

used. 

Image types Color/Grayscale[30] Color/Grayscale[30] Better for Color 

JPEG[30] 

Separate GLCM for 3 

channels 

Compression  Compressed image 

shows better 

detection[13] 

Better detection with 

JPEG compression[13] 

Slightly better 

performance with 

compression.[13] 

Less affected  by 

compression. 

Maximum 

Error rate 

12.9% [4] 11.38% [4] 8.6%[4] Depends on the learning 

model. 

Feature base Frequency of pairs of 

values 

Group type in pixel 

percent 

Sample pair transition 

probability 

Haralick, diagonal centric, 

low dimensional etc. 

 

VII. CONCLUSION 

 

This work aims to study the principle of targeted classical 

statistical steganalysis techniques along with GLCM 

based blind approach of steganalysis. This study also 

brings in the work that has been done so far in each of 

these categories. Statistical method are pretty older but 

reliable and computation need less time. They are still 

significant as found from the literature. GLCM based 

blind methods are comparatively new and need huge data 

set for training and need lot hardware support. 

Dimensionality reduction techniques are also used as a 

solution. But their detection accuracy is better. They can 

complement each other and can be applied in a blended 

mode when needed.  
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